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Laser-cooled and trapped atomic ions form an ideal standard for the simulation of interacting quantum spin
models. Effective spins are represented by appropriate internal energy levels within each ion, and the spins can
be measured with near-perfect efficiency using state-dependent fluorescence techniques. By applying optical
fields that exert optical dipole forces on the ions, their Coulomb interaction can be modulated in ways that
give rise to long-range and tunable spin-spin interactions that can be reconfigured by shaping the spectrum and
pattern of the laser fields. Here we review the theoretical mapping of atomic ions to interacting spin systems,
the experimental preparation of complex equilibrium states, and the study of dynamical processes of this many-
body interacting quantum system. The use of such quantum simulators for studying spin models may inform
our understanding of exotic quantum materials and shed light on interacting quantum systems that cannot be
modeled with conventional computers.
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I. INTRODUCTION

Interacting quantum systems cannot generally be efficiently simulated using classical computational techniques, due to the
exponential scaling of the information encoded in a quantum state with the size of the system. Accurate modeling of quantum
phenomena such as the magnetism of interacting spins, material superconductivity, electronic structure and molecules and their
chemistry, Fermi-Hubbard models of electron transport in solids, and interactions within atomic nuclei, are all beyond the reach
of classical computation even for just small numbers of interacting degrees of freedom. A quantum simulator exploits the
controlled manipulation of a standard quantum system in order to mimick the properties or evolution of a different–perhaps
intractable–quantum system [1, 2]. A quantum simulator is a restricted quantum computer [3, 4], with operations that may
not be universal but instead be tailored to a particular quantum physical model under study. While useful general purpose and
universal quantum computers are still a future prospect, special purpose quantum simulations have already been demonstrated
and may in fact become the first useful application of quantum computers.

The equivalence of quantum bits (qubits) and their quantum gates to effective spin−1/2 systems and their interactions has
guided one of the most important classes of quantum simulations: interacting spin systems and quantum magnetism. The most
advanced physical system for quantum bits or effective spins is a collection of trapped atomic ions [5–7]. This is evidenced
by the number of controlled and interacting qubits, the quality of quantum gates and interactions, and the fidelity of initial-
ization/measurement fidelities. Trapped atomic ions, held in a vacuum chamber and confined away from surfaces or solids by
electromagnetic fields, laser cooled to be nearly at rest and “wired” together with external laser or microwave fields, offer a very
clean quantum system to perform quantum simulations [8–11].

This review assesses recent progress in the quantum simulation of magnetism using trapped atomic ion crystals. Following
an introduction of the mapping of spins to atomic ions, we first cover experimental results on the simulation of magnetic
ordering, equilibrium states, and phase transitions in quantum magnetic systems. Then we move to dynamical studies of quantum
magnetism, touching on general issues of information and entanglement, quantum thermalization, inhibitors to thermalization
such as many-body localization and prethermalization, “time crystals” and dynamical phase transitions. We conclude with
speculations on how these types of systems may scale in the future and perhaps guide the development of real magnetic material
function or more general quantum simulations as special cases of quantum computations.

We note that there are many examples of quantum simulators that translate quantum physics models to effective magnetic spin
models and have been implemented in trapped atomic ion systems. This include simulations of interacting Fermionic systems
[12–14], variational quantum eigensolvers for molecular and material structure [15–17], quantum approximate optimization
algorithms (QAOA) [18], and lattice gauge theories [19–21] such as quantum chromodynamics [22, 23]. Such higher-level
simulations transform the operators of interest to spin operators through transformations such as Jordan-Wigner [24] or Bravyi-
Kitaev [12], and in these cases the spin system is considered the “back end” of the simulation. This review will not cover recent
progress in these higher-level cases, as our aim is to exclusively cover the field of spin simulations. However, the progress and
techniques reviewed here are expected to be of great interest to the implementation of the above higher-level simulations.

A. Atomic Ion Spins

We represent a collection of spins by a crystal of electromagnetically trapped atomic ions, with two electronic energy levels
within each ion behaving as an effective spin-1/2 particle. The particular choice of electronic levels depends on the atomic
element and also the desired type of control fields used to manipulate and measure the spin state. The most important features of
these spin states for executing quantum simulations are (a) the spin levels are long-lived and exhibit excellent coherence prop-
erties, (b) the spin states have appropriate strong optical transitions to auxiliary excited states, allowing for qubit initialization
through optical pumping and qubit detection through fluorescence detection, and (c) the spins interact through a coherent cou-
pling that can be externally controlled and gated. This restricts the atomic species to a handful elements and spin states that are
either S1/2 hyperfine or Zeeman ground states of single outer-electron atoms (e.g., Be+, Mg+, Ca+, Sr+, Ba+, Cd+, Zn+, Hg+,
Yb+) with radiofrequency/microwave frequency splittings or metastable electronic excited states of single or dual outer-electron
atoms (e.g., Ca+, Sr+, Ba+, Yb+, B+, Al+, Ga+, In+, Tl+, Lu+) with optical frequency splittings.

In any of these systems, we label the two relevant spin states as |↓〉 ≡ |↓z〉 and |↑〉 ≡ |↑z〉, eigenstates of the Pauli operator
σz separated by energy ~ω0. In the transverse bases of the Bloch sphere, we define by convention the eigenstates of σx as
|↓x〉 ≡ |↓〉+ |↑〉 and |↑x〉 ≡ |↓〉 − |↑〉, and the eigenstates of σy as |↓y〉 ≡ |↓〉+ i |↑〉 and |↑y〉 ≡ |↓〉 − i |↑〉.

A typical quantum simulation in the ion trap system is comprised of three sequential steps: initialization, interaction, and
measurement, as depicted in Fig. 1. The spins are initialized through an optical pumping process that prepares each spin in
a nearly pure quantum state [25]. By applying resonant laser radiation that couples the spin states to appropriate short-lived
excited states, each spin can be initialized with > 99.9% state purity in a few microseconds. This relies on appropriate selection
rules for the excited states and also the frequency splitting of the spin states themselves (Fig. 1a). Laser cooling can prepare the
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FIG. 1. Reduced energy level diagram of a single atomic ion. Effective spin-1/2 systems are encoded within each atomic ion as appropriate
stable electronic energy levels |↓〉 and |↑〉. A typical quantum simulation is comprised of three steps: (a) Resonant radiation (blue lines)
connects one of the two spin states to a pair of excited state levels (linewidth γ) and optically pumps each spin to the |↓〉 state through
spontaneous emission (wavy dotted lines). Here we assume that the excited state |e〉 couples only to |↑〉 while the other excited state |e′〉
couples to both spin states. (There are other sets of selection rules are also possible.) (b) In the case of ground-state (e.g., Zeeman or
hyperfine) defined spins separated by frequency ω0, two tones of off-resonant radiation (purple lines) can drive stimulated Raman transitions
between the spin states. The two beams have resonant Rabi frequencies g1,2 connecting respective spin states to excited states and are detuned
by ∆ � γ, and have a difference frequency (beatnote) detuned from the spin resonance by µ. This coherently couples the spin states to
create superpositions (µ = 0) and for non-copropagating beams also couples to the motion of the ion crystal (µ 6= 0). These processes can
also be driven directly by radiofrequency or microwave signals, or for optical spin states, a single laser tone. (c) Resonant radiation drives
the |↑〉 ↔ |e〉 cycling transition, causes the |↑〉 state to fluoresce strongly (wavy dotted lines), while the |↓〉 state is far from resonance and
therefore dark. This allows the near-perfect detection of the spin state by the collection of this state-dependent fluorescence.

motional states of the ions to near the ground state of harmonic motion [26], which is important for the control of the spin-spin
interactions as detailed below.

Each spin can be coherently manipulated by driving the atomic ions with external fields that couple the spin states. This can
be accomplished by resonantly driving the spin levels with appropriate radiation at frequency ω0, or in Fig. 1b, this is depicted
as a two-field Raman process, with a beatnote of two optical fields at ω0 driving the spin (this will be assumed throughout unless
otherwise indicated). This coherent coupling can also drive motional sideband transitions [26] that couple the spin to the motion
of the ion. For multiple ions, this can be used to generate spin-spin couplings mediated by the Coulomb interaction, described
in more detail below [5]. These external fields provide exquisite control over the effective spin-spin interaction, with the ability
to gate the interaction, program different forms of the interaction strength and range, and even reconfigure the interaction graph
topology.

At the end of the quantum simulation, the spins are measured by applying resonant laser radiation that couples one of the two
spin states to a short-lived excited state through a cycling transition and detecting the resulting fluorescence [27–29]. This is
depicted in Fig. 1c, where we take the |↑〉 or “bright” state as fluorescing and the |↓〉 or “dark” state as not fluorescing. Even
though the photon collection efficiency may be small (typically less than 1%), the effective spin detection efficiency can be well
above 99% owing to the low probability of leaving the fluorescence cycle or having the other (dark) state entering the cycle
[30–34]. In order to detect the spins in other bases in the Bloch sphere (σx or σy), previous to fluorescence measurement the
spins are coherently rotated by polar angle π/2 along the y or x axis of the Bloch sphere, respectively.

B. Coulomb-Collective Motion of Trapped Ion Crystals

Atomic ions can be confined in free space with electromagnetic fields supplied by nearby electrodes. Two types of ion traps
are used for quantum simulation experiments: the linear radiofrequency (rf) trap and the Penning trap. The linear rf trap (Fig 2a)
[35] juxtaposes a static axial confining potential with a two-dimensional rf quadrupole potential that provides a time-averaged
or ponderomotive transverse confinement potential [36, 37]. The trap anisotropy is typically adjusted so that the static axial
confinement is much weaker than the transverse confinement so that laser-cooled ions reside on the axis of the trap where the rf
fields are null, resulting in a one-dimensional chain of trapped ion spins. A harmonic axial confinement potential results in an
anisotropic linear ion spacing [38], but they can be made nearly equidistant by applying an appropriate quartic axial confining
potential [39]. The Penning trap (Fig 2b) juxtaposes a uniform axial magnetic field with a static axial confining potential, and the
transverse confinement is provided by the E× B drift toward the axis [40, 41]. Here, the trap anisotropy is typically adjusted so
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FIG. 2. (a) Radiofrequency (rf) linear trap used to prepare a 1D crystal of atomic ions. The geometry in this trap has three layers of electrodes,
with the central layer (gray) carrying rf potentials to generate a 2D quadrupole along the axis of the trap. Static electrodes (gold) confine the
ions along the axis of the trap. For sufficiently strong transverse confinement, the ions form a linear crystal along, with an image of 64 ions
shown above with characteristic spacing 5 µm for 171Yb+ ions. From 42. (b) Penning trap used to prepare a 2D crystal of atomic ions. The
gold electrodes provide a static quadrupole field that confines the ions vertically, and the vertical magnetic field stabilizes their orbits in the
transverse plane. For sufficiently strong axial confinement, the lowest energy configuration of the ions is a single plane triangular lattice that
undergoes rigid body rotation, with an image of ∼ 200 9Be+ ions shown above with a characteristic spacing of 20 µm. From 41.

that the ions form a two-dimensional crystal perpendicular to and rotating about the axis. Both traps can be modified to support
other types of crystals in any number of spatial dimensions, but the quantum simulations reviewed here are either 1-D chains in
rf traps or 2-D crystals in Penning traps. (It should be noted that the dimensionality of the spin-spin interaction graph does not
necessarily follow that of the spatial arrangement of spins, as described below.)

Ions are typically loaded into traps by generating neutral atoms of the desired element and ionizing the atoms once in the
trapping volume via electron bombardment or photoionization. Ion trap depths are usually much larger than room temperature,
so rare collisions with background gas do not necessarily eject the ion from the trap, but they can temporarily break up the
crystal and scramble the atomic ions in space. Under typical ultra-high-vacuum conditions, these collisional interruptions occur
roughly once per hour per ion [43], but cryogenic vacuum chambers can reduce the collision rate by orders of magnitude, where
the trapped ions can be undisturbed for weeks or longer between collisions.

When atomic ions are laser-cooled to near the bottom of the trapping potential, they form a stable crystal, with the Coulomb
repulsion balancing the external confinement force. Typical spacings between adjacent ions in trapped ion crystals are ∼ 3− 20
µm, depending on the ion mass, number of ions in the crystal, the characteristic dimensions of the electrodes, and the applied
potential values. The equilibrium positions of ions in the crystal can be calculated numerically [38, 44]. The motion of the
ions away from their equilibrium positions is well-described by harmonic normal modes of oscillation (phonon modes), with
frequencies in the range ωm/2π ∼ 0.1 − 10 MHz. The thermal motion of laser-cooled ions and also the driven motion by
external forces is at the 10− 100 nm scale, justifying the harmonic approximation to the phonon modes.

For the systems described here, we consider only the transverse motion along a single dimension labeled X. We write the
X-component of position of the ith ion as X̂i = X̄i + x̂i, separating the mean (stationary) position X̄i of the ith ion from the
small harmonic oscillations described by the quantum position operator x̂i. The motion of ions in the crystal is tightly coupled
by the Coulomb interaction, so it is natural to express the position operator in terms of the m = 1 . . . N normal (phonon) modes,
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x̂i =
∑N
m=1 bi,mξm, where bi,m is the normal mode transformation matrix, normalized to

∑
i |bi,m|2 =

∑
m |bi,m|2 = 1. Each

phonon mode ξm oscillates at frequency ωm, and can be described as a quantum harmonic oscillator with the usual raising and
lowering operators a†m and am, having zero-point spatial spread ξ(0)m =

√
~/2Mωm, where M is the mass of a single ion. In

the interaction frame for each phonon mode, the position of the ith ion is thus written as

X̂i = X̄i +

N∑
m=1

bi,mξ
(0)
m (a†me

iωmt + ame
−iωmt). (1)

Calculations of the phonon mode frequencies and transformation matrix rely on numerical calculations of the ion equilibrium
positions and then solutions to the normal mode eigenvalue problem [38, 44, 45]. In general, the structure of transverse phonon
modes of the ion crystal has the center-of-mass mode as its highest frequency, with the lowest frequency corresponding to zig-
zag motion where adjacent ions move in opposite directions, as shown in Fig. 3 for a linear chain of 32 ions and a 2D crystal of
about 345 ions. The bandwidth of the modes can be controlled by tuning the spatial anisotropy of the trap.
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FIG. 3. Raman upper sideband spectrum of the transverse motion of trapped atomic ion crystals. The spectrum is measured by preparing all of
the ions in state |↓〉 and driving them with global Raman laser beams with beatnote detuning µ from the spin-flip resonance and measuring the
total fluorescence of the chain, which responds when the beatnote matches a sideband resonance. (a) 32 trapped 171Yb+atomic ions in a linear
chain (see Fig. 2a). Here, the Raman excitation is sensitive to both X and Y principal axes of transverse motion, and the theoretical position
of both sets of 32 modes are indicated at top in blue and red. The highest frequency sidebands correspond to center-of-mass modes at 4.19
MHz for the X direction and 4.05 MHz for the Y direction. (Unpublished data from the University of Maryland.) (b) Measured (black) and
calculated (red) sideband spectrum for 2D crystal of 345± 25 9Be+ions in a Penning trap (see Fig. 2b) with rotation frequency 43.2 kHz. As
in the linear chain, the highest frequency sideband corresponds to center-of-mass motion. Features at the rotation frequency and its harmonics
harmonics (green) are due to residual couplings to in-plane degrees of freedom from imperfect beam alignment. Adapted from 44.

C. Programmable Magnetic Fields and Interactions between Trapped Ion Spins

Effective magnetic fields and spin-spin interactions can be realized by applying external microwave or optical fields to the
ions. We consider the case of optical fields, since they can be used to not only provide effective site-dependent magnetic fields
for the spins through tight focusing, but the strong dipole forces from laser beams can also drive effective Ising interactions
between the spins [46–49]. Such forces can be applied to pairs of ions in order to execute entangling quantum gates that are
applicable to quantum computing [5]. When such forces are instead applied more globally, the resulting interaction network
allows the quantum simulation of a wide variety of spin models such as the Ising and Heisenberg spin chains [8–10].

Following Fig. 1b and assuming the spins are encoded in stable (e.g., Zeeman or hyperfine) levels, the ion crystal is ad-
dressed with two laser beams detuned from the excited states by much more than the excited state radiative linewidth (∆� γ).
By adiabatically eliminating the excited states, this drives coherent Raman transitions between the spin states. Alternatively,
optically-defined spin levels can be coupled with a single laser beam [32], but this is much more difficult technically, as the
spins can acquire an optical phase that requires extreme positional stability of the optical setup. With Raman beams, the relevant
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phase is that of the optical beat note between the beams, which is typically in the microwave domain and hence easy to control
and stabilize.

The two Raman beams are generally non-copropagating with their wavevector difference δk pointing along the X-axis of
motion and a beatnote detuned by frequency µ from spin resonance with beatnote phase φL. In this case, the atom-light
interaction Hamiltonian takes the form (~ = 1)

H =
1

2

∑
i

[
Ωi

(
σi+e

i(δkX̂i−µt−φL) + σi−e
−i(δkX̂i−µt−φL)

)
+ δiσ

i
z

]
, (2)

where the resonant Raman Rabi frequency on the ith ion is Ωi = gi1g
i
2/2∆. Here gi1,2 are the direct (single field) Rabi frequencies

of the associated transitions through the excited states (see Fig. 1b), proportional to the respective applied optical electric fields.
Below, we will assume that the ions are confined to the “Lamb-Dicke limit” [26, 43] where the excursion of ion motion is much
less than the associated wavelength of radiation driving transitions: δk〈x̂2i 〉1/2 � 1. This is typically a good assumption for
trapped ions laser-cooled to near their ground state. The last term in Eq. (2) is a Stark shift of the ith spin by amount δi and
arises when the Raman laser beat note is tuned away from any resonance. The magnitude of this shift depends greatly on the
atomic energy level structure [50, 51].

1. Effective magnetic field

For a resonant “carrier” interaction (µ = δ = δk = 0) and under the rotating wave approximation (ωm � Ωi), the time
dependence of X̂ averages to zero and the Hamiltonian of Eq. (2) is just

HBφ =
1

2

∑
i

Ωiσ
i
φ, (3)

where the transverse field spin operator is

σiφ = σi+e
iφ + σi−e

−iφ = σix cosφ− σiy sinφ. (4)

This operation describes the precession of the spin about an effective magnetic field in the xy plane of the Bloch sphere with
Rabi frequency Ωi, at an angle φ = δkX̄i − φL that can be precisely controlled through the phase φL. In cases where δk 6= 0,
the Rabi frequency acquires a dependence on the motion of the ions through Debye-Waller factors [43], but these are very small
in the Lamb-Dicke limit [26].

Tuning the Raman laser beat note away from the carrier (µ 6= 0) generally results in an AC Stark shift of the spin levels, given
by the last term in Eq. (2) [50, 51]. When each spin is exposed to a unique intensity of light and/or detuning, parametrized by
δi, this gives rise to a site-dependent effective axial magnetic field.

2. Effective Ising interactions

When the frequency µ tuned to the neighborhood of the phonon modes ωm, the spins are coupled to the ion motion through
the spatial variation of the phase factor in Eq. (2). This will generate an effective spin-spin interaction between the ions mediated
by the collective transverse vibrations of the chain. For most simulation experiments, the transverse modes of motion are used to
mediate the spin-spin interaction because their frequencies are tightly packed and all contribute to the effective spin Hamiltonian,
allowing control over the form and range of the interaction, described further below. Transverse modes also oscillate at higher
frequencies, leading to better cooling and less sensitivity to external heating and noise [52].

In general, when noncopropagating laser beams have bichromatic beatnotes at frequencies ω0 ± µ symmetrically detuned
from the carrier with respective beat note phases φL+ and φL−, both upper and lower motion-induced sidebands [26] of the
normal modes of motion are driven in the ion crystal, giving rise to a spin-dependent force at frequency µ [8, 47]. When the
bichromatic beat notes are asymmetrically detuned from the carrier by ω0 +µ+ and ω0−µ−, the effective spin-dependent force
occurs at frequency µ = (µ+ + µ−)/2 and the asymmetry provides an effective uniform axial magnetic field in Eq. (2) with
δi = µ+ − µ−.

Under the rotating wave approximation with symmetric detuning (ω0 � µ = µ+ = µ− � Ωi) and within the Lamb-Dicke
limit, the resulting interaction Hamiltonian is [52]

H(t) =
1

2

∑
i,m

ηi,mΩiσ
i
θ

[
a†me

i(µ−ωm)t+iβ + ame
−i(µ−ωm)t−iβ

]
. (5)
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Here, the transverse spin operator coupled to motion is [53]

σiθ = iσi+e
iθ − iσi−e−iθ = σix sin θ + σiy cos θ, (6)

with spin phase θ = δkX̄i − (φL+
+ φL−)/2, motional phase β = (φL+

− φL−)/2, and ηi,m = bi,mδkξ
(0)
m is the Lamb-Dicke

parameter matrix.
The evolution operator under this Hamiltonian can be written from the Magnus expansion, which terminates after the second

term owing to the commutation relation [am, a
†
n] = δm,n, and we find the exact relation [52]

U(τ) = exp

[
−i
∫ τ

0

H(t)dt− i

2

∫ τ

0

dt1

∫ t1

0

dt2[H(t1), H(t2)]

]
(7)

= exp

∑
i

D̂i(τ)σiθ + i
∑
i,j

χi,j(τ)σiθσ
j
θ

 . (8)

The first term of Eq. (8) is a spin-phonon coupling with operator D̂i(τ) =
∑
m[αi,m(τ)a†m − α∗i,m(τ)am], representing spin-

dependent displacements [26] of the mth motional mode through phase space by an amount

αi,m(τ) =
−iηi,mΩi
µ2 − ω2

m

[µ− eiωmτ (µcosµτ − iωmsinµτ)]. (9)

The second term of Eq. (8) is the key result: a spin-spin interaction between ions i and j with coupling strength

χi,j(τ) = ΩiΩj
∑
m

ηi,mηj,m
µ2 − ω2

m

[
µsin(µ− ωm)τ

µ− ωm
− µsin(µ+ ωm)τ

µ+ ωm
+
ωmsin2µτ

2µ
− ωmτ

]
. (10)

There are two regimes where the collective modes of motion contribute to the spin-spin coupling, taking evolution time τ to be
much longer than the ion normal mode oscillation periods (ωmτ � 1). In the “resonant” regime [48, 49, 54], the optical beatnote
detuning µ is close to one or more normal modes and the spins become entangled with the motion through the spin-dependent
displacements. However, at certain times of the evolution αi,m(τ) ≈ 0 for all modes m and the motion nearly decouples from
the spin states, which is useful for applying synchronous entangling quantum logic gates between the spins.

In the “dispersive” regime [8, 47], the optical beatnote frequency is far from each normal mode compared to that mode’s
sideband Rabi frequency (|µ−ωm| � ηi,mΩi). In this case, the phonons are only virtually excited as the displacements become
negligible (|αi,m| � 1), and the result is a fully-connected Ising Hamiltonian from the last (secular) term of Eq. (10):

HJθ =
∑
i,j

Ji,jσ
i
θσ

j
θ, (11)

where the Ising matrix is given by

Ji,j = ΩiΩjωR
∑
m

bi,mbj,m
µ2 − ω2

m

, (12)

and ωR = ~δk2/2M is the recoil frequency associated with the transfer of momentum ~δk to a single ion.
Substituting the exact values for the normal mode matrix bi,m and assuming that the optical force is detuned at frequencies

higher than all phonon modes (µ > ωm), we find that for a uniform Rabi frequency over the ions Ωi = Ω, the Ising matrix is
well approximated by a long-range antiferromagnetic (AFM) coupling that fall off as an inverse power law with distance

Ji,j =
J0

|i− j|α
, (13)

with nearest-neighbor Ising coupling J0. The exponent α that determines the range of the Ising interaction can be set to 0 <
α < 3 by simply adjusting the laser detuning µ [8, 42]. The true asymptotic long-chain behavior of a trapped ion chain is more
subtle [55], but the power law approximation is very good, as shown in Fig. 4, comparing numerically exact couplings with
best-fit power laws for various detunings µ in both a linear and 2D crystal.

When the detuning µ is tuned between the modes of motion, many other patterns of the Ising graph can be realized [56, 57].
The spin-spin interaction profile Ji,j can in principle be tuned arbitrarily, by manipulating individual spin-phonon couplings.
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FIG. 4. Inverse power law approximation to Ising couplings. (a) Best fit power law exponent as a function of Raman detuning µ − ωCOM
from center-of-mass mode, scaled to the bandwidth ∆ω of transverse modes in a linear chain of 25 ions with harmonic axial confinement. (b)
Calculated Ising couplings from Eq. (12) in a 2D crystal of 217 ions versus a sampling of the distance dij between ion pairs (circles). the lines
are best-fit power law exponents α (lines) for various detunings from the center-of-mass mode of 795 kHz. Adapted from 44.

For example, N bichromatic Raman beatnotes at ω0 ± µn, with µn ≈ ωn (n = 1, 2, ..., N) can be used with local intensity
control over each ion to create an arbitrary interaction graph:

Ji,j =
∑
n

Ωi,nΩj,nωR
∑
m

bi,mbj,m
µ2
n − ω2

m

. (14)

Here, Ωi,n is the Rabi frequency corresponding to the nth beatnote at ith ion. Note that Ji,j is nonlinear in the O(N2) ex-
perimental control parameters Ωi,n and µn, and hence tuning the quantum simulator requires non-linear optimization methods
[56]. Alternative approaches to realize a target interaction graph without tuning the full Rabi frequency matrix, Ωi,n include
modifying a global Mølmer-Sørensen coupling profile (such as Eq.(13)) by local spatial control of spins in hybrid analog-digital
ways [58, 59].

Similar to the case for the effective magnetic field of Eq. (3), we find that the Bloch sphere axis of the Ising interaction, given
by the angle θ in Eq. (6), can be precisely controlled through the applied phases φL± of the two optical beatnotes. As a practical
consideration, we note that the spin phases φ and θ in Eqs. (3) and (11) are sensitive to the applied optical beatnote phases
φL and φL± , thus requiring phase stability of all processes during a single simulation run. For extended simulations in time,
alternative “phase insensitive” configurations can be implemented to remove optical phase sensitivity [53].

This review will mainly consider Ising interactions in the slow dispersive regime in order to engineer pure spin Hamiltonians
given by Eqs. (3) and (11) that do not directly involve the bosonic phonon operators. An important class of models in quantum
magnetism that will appear throughout this review is the transverse field Ising model, which is one of the simplest physical
models that admits a quantum phase transition [60], owing to its noncommunting terms:

HTI =
∑
i,j

Ji,jσ
i
xσ

j
x +By

∑
i

σiy. (15)

In ion trap systems, this model can be generated with a combination of the effective magnetic field in Eq. 3 and the Ising
interactions in Eq. (12).

II. SPIN HAMILTONIAN BENCHMARKING AND MANY-BODY SPECTROSCOPY

A compelling Hamiltonian quantum simulation usually results in some type of nontrivial ground state or dynamics that may
elude classical computation. It is therefore important to verify that the desired Hamiltonian is indeed being faithfully run by the
quantum simulator [61, 62]. For systems that are small enough and tractable for a direct comparison between the simulator’s
results and a theoretical calculation, this will provide some confidence that the proper simulation has been run. But then scaling
up the system can introduce additional imperfections that may call into question the accuracy of the applied Hamiltonian.
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Two approaches for verifying quantum simulators beyond classically computability are the use of fault-tolerant techniques in
the expression of the simulation in terms of discrete error-corrected gates [63, 64], and the comparison of the results of multiple
quantum simulators built upon different platforms [65]. Though this list is not comprehensive (see, e.g. [62]), we examine these
two approaches briefly below.

Universal Hamiltonian digital quantum simulators (DQS) break up the simulation evolution into a series of time steps, and the
error ε introduced by this “Trotterization” is bounded and inversely proportional to the number of steps M [66]. This approach
was notably employed for the implementation of various Hamiltonians, including many-body magnetic couplings, in a system
of trapped ions [67]. Because DQS relies on discrete quantum gate sets, its verification can in principle be accomplished through
fault-tolerant error correction on the gates [68]. This increases the number of operations required by a factor of (1/ε)r−1 where
r ≥ 2, and the number of operations therefore scales exponentially with rM , bringing the resource cost for DQS to be similar
to that of universal quantum computing [69, 70]. Further, simulations with systems that lack universal gate sets or the digital
simulation of open systems may render fault-tolerance unavailable in a DQS [71]. Since the cost of introducing currently known
methods for fault-tolerance is too high for precision DQS [72], other methods for verifying non-fault-tolerant-DQS are needed.

Another way one might test quantum simulators is to compare the results of two simulations. This could involve comparing the
results of simulations performed on different platforms [65], or even comparing the results obtained by using different simulation
methods on the same machine. A variant on this second theme is to run a simulation forward and then backward in time [61],
which may reveal flaws that are not undone by the time reversal, such as dissipation. An initial experiment demonstrated this
time-reversal technique for a trapped ion quantum simulation by adiabatically ramping from an initial state of high magnetization
along y, through a phase transition, and then back again [73]. Measurements of the magnetization at all three extrema in this
time sequence revealed a revival in the magnetization, achieving an average of 〈Sy〉 = 68(4)% of the initial value, in agreement
with closed-system numerical integration.

Recently, a variational eigensolver approach has been combined with an ion trap quantum simulator to perform variational
quantum simulation (VQS) of the lattice Schwinger model that combines some ways to verify some features of the result [22].
The VQS uses feedback with a classical computer that translates measurement results from the AQS into expectation values of a
software Hamiltonian to find energy eigenstates of the underlying Hamiltonian. Since the conversion between the measurement
and its interpretation happens in classical software, it provides a way to perform some verification of the resulting states because
both the eigenvalues and their variances are accessible. For instance, the VQS demonstrated in [22] measured the expectation
value of the simulated Hamiltonian E = 〈H〉, as well as the expectation value of (H − E)

2, which should be zero if the state is
an energy eigenstate of H with eigenvalue E. While this does not guarantee that the state found by the VQS is the ground state,
this verification can be used to assess the confidence in the state being a eigenstate.

A. Sources of Error

Quantum simulations with trapped ions can be susceptible to unwanted interactions that lead to inaccuracies in the simulation.
Many such error sources are common to both simulations and trapped ion quantum computing gates, such as spontaneous
emission from the lasers driving spin transitions, and have been examined in detail elsewhere [43, 74]. Further, the simulation
protocol itself may have known approximations (such as the Trotterization errors and non-adiabatic evolution) that may be
rigorously bounded, though their effects may not be fully understood.

The inclusion of a transverse effective magnetic field to the spin-dependent force of Eq. (5) includes higher order terms beyond
the simple transverse Ising model of Eq. (15) [75]. These additional terms can create substantial spin-motion entanglement that
can affect measurements in bases other than the Ising direction. For transverse field strengths that exceed the Ising coupling, the
system begins to attain the character of an XY model with both σixσ

j
x and σiyσ

j
y couplings, and the strong-field Ising model can

break down. The spins in this case do not strictly decouple from the phonons at any point in time, but it has been shown that it
can typically be made small for experimentally accessible timescales [76].

Protocols that rely on adiabatically ramping through a small gap can be susceptible to the breakdown of the adiabatic approx-
imation in the region where the gap is small. As we discuss below, for a linear ramp of B(t) through a system energy gap of
size ∆, the adiabaticity criterion is approximately |Ḃy/∆2| � 1. For cases where the gaps are known, the ramp rate can be
adaptively matched to the gap to maximize adibaticity, a technique known as local adiabatic evolution [77]. However, since
repeated experiments can be used to gather statistics about the final state, it has been shown that significant non-adiabaticity can
be present and still allow the ground state spin configuration to be found due to its statistical prevalence [78].

State preparation and measurement (SPAM) errors, which are to some degree common to simulators and gate-based quantum
computers, are another source of error in lattice spin simulators. Given an uncorrelated, single-shot, single ion SPAM fidelity
F , the probability of a single SPAM error is 1 − FN . Here, in cases where it is possible, repeated experiments can again be
used to mitigate this error through statistical methods [79]. Cross-talk between neighboring ions can also lead to mesurement
errors, and the ion positions must be calibrated to define a region of interest on the camera for each ion’s fluorescence detection.
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Cross-talk is typically no more than a few percent error.
Decoherence during the simulation can also arise from various sources, such as stray magnetic and electric fields, mode

frequency drifts, and spontaneous emission. While these errors have been analyzed in the context of quantum computing (see,
e.g. [43], in practice, decoherence can set a time limit for the simulation that may then feed back into, for instance, adiabaticity
errors. Since many of these error sources increase with system size, it may be necessary to employ methods of mitigation (for
instance, magnetic field shielding [80]).

B. Benchmarking Ising couplings

For the Ising spin models considered in this review, it is crucial to validate is the strength of the Ising coupling matrix Jij of
Eqs. (11) and (12) and effective magnetic fields in Eq. (3). For small numbers of spins, it is possible to directly extract the Ising
couplings and fields by preparing the spins in a σz eigenstate and subjecting them to the σθ Ising interactions or field terms. The
resulting oscillations in population are given by the energies of the occupied states, so performing a Fourier transform on these
oscillations to extract their characteristic frequencies gives direct information on the energy differences.

An example of directly-measured Ising oscillations and their resultant Fourier transform are shown in Figs 5a-b for N = 3
spins. The extracted interaction strengths are shown in Fig. 5c. This technique is effective in contexts of both continuous [81]
and digital [67] simulations of Ising models. A similar method has been used to extract the strengths of a magnetically induced
spin-spin couplings [82, 83]. Neither technique scales well to more than a few spins, because of the difficulty of extracting many
closely-spaced frequencies in the spin oscillations.
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COM𝜇2 − ω2       /ω𝑧
2
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(b)
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Calculation
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4 J1
2J1-2J2

2J1+2J2

FIG. 5. Direct measurement of Ising nearest-neighbor (NN) J1 and next-nearest-neighbor (NNN) J2 interactions for N = 3 trapped ion
spins. (a) Time evolution of the probability P0 of state|↓↓↓〉 with the solid line fit to theory with an empirical exponential decay. (b) The
Fourier spectrum of the oscillations in (a) exposing the frequency splittings of the Hamiltonian. (c) Solid curves are expected form of the
Ising interactions J1 and J2 from Eq. (12) as a function of the beat-note detuning µ scaled so that the center-of-mass (COM), tilt, and zigzag
modes of transverse motion occur at (µ2 − ω2

COM)/ωz = 0, −1, and −2.4, respectively. The red circles and blue squares are experimentally
measured couplings. The particular measurements in (a) and (b) correspond to the laser beat note detuning µ indicated by the arrow in (c).
From 84

Individual Ising couplings within a given spin chain can be measured using an auxiliary state of the ions, even for large
numbers of spins. Because the Ising couplings depend on the vibrational mode spectrum, all ions must be physically present in
the trap to obtain a meaningful result, but the spectrum of the population oscillations illustrated in Fig. 5 would be difficult to
obtain if all spins participate in the many-body dynamics. An alternative approach is to perform a separate measurement for each
individual Ising coupling, by “hiding” all ions except the pair of interest into an auxiliary internal state that does not experience
the spin-dependent force giving rise to Ising couplings. In this manner, the frequency with which the ions i and j of interest
oscillate between |00 >z and |11 >z can be measured to directly obtain the Ising matrix Jij [85].
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Other spectroscopic techniques for probing the energy spectrum of the bare Ising Hamiltonian are also possible [86]. For
instance, in the tranverse Ising model of Eq. (15), modulating the effective field By(t) at a frequency commensurate with
an energy difference in the full spin Hamiltonian will drive transitions between the two differing states. Specifically, taking
By(t) = B0 + Bp sin(ωmodt) with Bp << J , the frequency ωmod at which such transitions occur are directly related to the
Ising couplings Ji,j [86]. Figure 6 illustrates examples where the Ising matrix is directly measured using this technique to
confirm the validity of power-law approximation described in Eq. (13) for a handful of spins. The technique of applying a small
oscillating term can be generalized to other cases, for example, measuring the critical gap of the transverse field Ising model, as
shown in Figure 6.
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FIG. 6. (a) All elements of a Ising coupling matrix measured with a spectroscopic probe in the form of a modulated transverse field. (b)
Measurements of two sets of Ising coupling matrices, demonstrating two different effective interaction ranges across the chain, with the solid
lines best fits to inverse power law form expected in Eq. (13). (c) Rescaled populations in the approximate ground state versus a static transverse
field offset B0 and the modulation frequency of an small additional transverse field. Calculated energy levels, based on measurements of trap
and laser parameters, are overlaid as thin white lines, and the lowest coupled excited state as a thick red line, showing the critical gap near
B0/2π = 1.4 kHz. The energy of the ground state is always taken to be zero.

III. EQUILIBRIUM STUDIES

Finding ground states of a complicated Hamiltonian has tremendous importance in various disciplines across condensed matter
physics, quantum chemistry and computer science. In condensed matter physics, the rich phenomena of complex quantum
systems can be understood by finding the ground states of the corresponding many-body Hamiltonian [87–89]. In quantum
chemistry and molecular physics, the central problems is to determine the electronic structure and the ground-state energy of
atoms and molecules [90]. In computer science, the ground state of the complex quantum Hamiltonian can be encoded to
computational problems including optimization [91–93].

The computational tasks of finding the ground state of complex Hamiltonian are classically demanding because of the ex-
ponentially increasing Hilbert space of the Hamiltonian. A quantum simulator is expected to provide a solution beyond the
limitations of classical computation. Recently various theoretical schemes for the ground-state problem have been proposed and
proof-of principle experimental demonstrations have been performed, including adiabatic preparation [42, 73, 78, 81, 94–98],
direct cooling by bath-engineering [99, 100], and algorithmic cooling schemes [101, 102]. For the case of adiabatic method, it
has been shown to be closely related to adiabatic quantum computation, which is proved to be equivalent to a universal quantum
computer [93].

We focus on the adiabatic preparation of the ground state of quantum spin models with trapped atomic ion spins, with a
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description of the general scheme of the experimental procedure and various adiabatic ramping protocols. Following a discussion
of the adiabatic protocol applied to varying numbers of trapped ion spins, we consider how this protocol can be optimized and
applied to broader classes of spin models, and briefly discuss the case of a spin-1 system. These quantum spin models clearly
show the essences of the adiabatic quantum simulation with wide applications. Moreover, these quantum spin models can
describe a large class of many-body quantum physics in condensed matter such as quantum magnetism [103], spin glasses [104],
and spin liquids [105]. The solutions of certain spin Hamiltonians are also connected to many other computational problems
including optimization problems when the system is extended to 2 dimensions [93].

A. Adiabatic Ground State Preparation

The protocol of the adiabatic ground state preparation is analogous to that of adiabatic quantum computation. The process
of quantum adiabatic computation works as follows [93, 106]: a quantum system is initialized to the ground state of a trivial
Hamiltonian Htriv. Next, the Hamiltonian is adiabatically deformed into the Hamiltonian of interest Hprob, whose ground state
encodes the solution of a problem that has been mapped to the final Hamiltonian. The adiabatic evolution is generated by

H(s) = (1− s)Htriv + sHprob, (16)

where s is a time dependent parameter s(t) changing from 0 to 1 during the time interval of t = 0 and t = tf .
For instance, the trivial spin Hamiltonian can be an effective magnetic field as described by Eq. (3) and the Hamiltonian of

interest can be a fully-connected transverse Ising model of Eq. (15). This approach allows the determination of ground states of
the long range transverse field Ising model, whose Hamiltonian can easily be written, yet the spin ground state cannot always be
predicted, even with just a few dozen spins [107].

In the experimental realization of trapped ions, the adiabatic protocol can be modified by the following steps without losing
much generality as shown in in Fig. 7. First, the initialization of the spin and the motional modes is realized by standard
optical pumping techniques and ground state cooling, respectively. Then, the ground state of Hamiltonian of the transverse
field Bφ(t)

∑
i σ

i
φ, where σφ is orthogonal with σθ, is prepared, which is the polarized state along the φ-axis, |↓↓ ... ↓〉φ. The

ratio between the strength of the transverse field Bφ and those of spin-spin interactions Ji,j is adiabatically changed by either
reducing Bφ or increasing Ji,j . At the end of the adiabatic evolution, where Ji,j dominates, the final spin states are measured by
the standard state-dependent fluorescence technique. The measurement in any direction on the Bloch sphere is straightforward
by applying simple single qubit operation for the basis change. In principle, quantum state tomography can be also performed.
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FIG. 7. After preparing the spins in the ground state of Bφ
∑
j σ

(j)
φ , a fully-connected transverse Ising model described by

∑
i,j Ji,jσ

i
xσ

j
x +

By
∑
i σ

i
y is applied with the condition of Bφ(t = 0) � Ji,j . Then the strength of transverse field Bφ(t) is adiabatically reduced to zero,

where only the transverse Ising Hamiltonian remains. At various times along the path, the experiment is halted and the spin states are measured
along any axis of the Bloch sphere.

Adiabatically preparing the ground state of a complicated many-body Hamiltonian generically begins by preparing the ground
state of a simple Hamiltonian, then slowly transitioning to the Hamiltonian of interest, as in Eq. (16). Although the fidelity of
this process can always be improved by transitioning more slowly, a practical upper limit on the transition time is enforced by
the finite coherence time of the chosen experimental platform. Given a fixed transition time, it is possible to further optimize the
preparation fidelity by adjusting the transition rate based on the local energy gap to the nearest excited state [78].
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Such “local adiabatic evolution” can be used for improved preparation and determination of many-body ground states in
a trapped-ion quantum simulator. Compared with other adiabatic methods, local adiabatic evolution [77] yields the highest
probability of maintaining the ground state in a system that is made to evolve from an initial Hamiltonian to the Hamiltonian
of interest. Compared with optimal control methods [108, 109], local adiabatic evolution may require knowledge of only the
lowest ∼ N eigenstates of the Hamiltonian rather than all 2N . These methods have been used in both linear Paul traps [78] and
Penning traps [110] to demonstrate optimized ground state preparation as well as a method to find the ground state spin ordering,
even when the evolution is non-adiabatic.

For example, to find the ground state of a fully-connected Ising Hamiltonian in Eq. (15) via an adiabatic protocol, the spins
can be initialized to point along the transverse magnetic field direction with By � Max(Ji,j). This initial state is, to good
approximation, the instantaneous ground state of the full Eq. (15). After initialization, the (time-dependent) transverse field
By(t) can then be ramped adiabatically from By(t = 0) = B0 to By(t = tf ) = 0, ensuring that the system remains in
its instantaneous ground state during its evolution. At the conclusion of the ramp, the ground state spin ordering of the Ising
Hamiltonian [first term in Eq. (15)] may be either directly read out or used as a starting point for further experiments.
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FIG. 8. Low-lying energy eigenvalues of Eq. (15) for N = 6, with the ground state energy Eg set to 0, B0 = 5Jmax, and the long-range Ji,j
couplings determined from experimental conditions (see text). Indicated in bold red is the first coupled excited state, the minimum of which
determines the critical field Bc and the critical gap ∆c. From 78.

Fig. 8 shows the energy level spectrum for the Hamiltonian in Eq. (15) for N = 6 spins. Since the Hamiltonian obeys Z2

symmetry (as well as parity symmetry in the experiments), the ground state |g〉 is coupled to only a subset of the excited energy
eigenstates. The first coupled excited state, shown in red in Fig. 8, is the lowest energy excited state |e〉 for which 〈e|σy |g〉 6= 0.
This state displays a general property seen in most adiabatic quantum simulations – namely, the existence of a critical gap ∆c

that is central to parameterizing the adiabaticity of a given ramp. Many different ramp profiles allow one to transform from
the initial Hamiltonian to the Ising Hamiltonian, each with different implications for adiabaticity and ground state preparation.
Three possibilities are discussed below.

Linear Ramps – For a linear ramp, the time-dependent transverse field By in Eq. (15) takes the form Blin
y (t) = B0(1− t/tf ),

with a ramp profile shown in Fig. 9(a). To determine whether such a ramp is adiabatic or not, it can be compared to the adiabatic
criterion [111] ∣∣∣∣∣ Ḃy(t)ε

∆2
c

∣∣∣∣∣� 1 (17)

where Ḃy(t) is the rate at which the transverse field is changed and ε = Max[〈e| dH/dBy |g〉] is a number of order unity that
parametrizes the coupling strength between the ground state |g〉 and the first coupled excited state |e〉. Eq. (17) highlights that
fast ramps and small critical gaps can greatly decrease adiabaticity.

To satisfy the adiabatic criterion, a linear ramp must proceed slowly enough so that the total time tf � B0/∆
2
c . For the

N = 6 Ising Hamiltonian shown in Fig. 8, B0 = 3.9 kHz and ∆c = 0.29 kHz, giving the adiabaticity requirement tf � 46 ms.
This time is long compared with the typical coherence time of ion trap quantum simulation experiments. It is therefore desirable
to seek alternative ways to decrease B(t) more quickly while maintaining adiabaticity.

Exponential Ramps – Decreasing the transverse field exponentially according to Bexp
y (t) = B0 exp(−t/τ), with tf = 6τ ,

can yield a significantly more adiabatic evolution than linear ramps for the same tf . Fig. 8 shows that the instantaneous gap ∆
between the ground and first coupled excited state is large at the beginning of the ramp and small only when B approaches 0.
Exponential ramps exploit this gap structure by quickly changing the field at first, then gradually slowing the rate of change as
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t→ tf .Such ramps have been used to produce ground states in several of the previously discussed experiments, such as [95],[42]
and [73].

At the critical point of the Hamiltonian shown in Fig. 8, |Ḃexp(t)| = 0.3B0/tf . The adiabaticity criterion of Eq. (17) then
requires tf � 14.5 ms, a factor of 3 less time than the requirement found for linear evolution. Note that the adiabaticity gains
of exponential ramps can be realized whenever the critical gap occurs towards the end of the ramp (Bc/B0 < τ/tf ), which is
generally the case for the transverse Ising Hamiltonian of Eq. (15).

Local Adiabatic Ramps – Local adiabatic ramps seek to keep the adiabaticity fixed at all points along the evolution by adjusting
Ḃy(t) based on the instantaneous gap ∆(By(t)) that varies with the field profile By(t) [77, 112]. If the adiabaticity parameter
is defined as

γ =

∣∣∣∣∣∆(By(t))2

Ḃy(t)

∣∣∣∣∣ (18)

then a local adiabatic ramp would follow the profile By(t) that solves the differential equation 18 with γ fixed. Adiabaticity then
requires γ � 1.

To solve Eq. (18), it is necessary to know ∆(t) everywhere along the evolution. This requires knowledge of the first coupled
excited state of the N -spin Hamiltonian of Eq. (15), which is always the 2nd excited state at small By and the (N + 1)st excited
state at large By . Determining the local adiabatic evolution profile therefore relies on calculation of only the lowest ∼ N
eigenvalues, which is much more computationally approachable than direct diagonalization of a 2N × 2N matrix [113].

For a local adiabatic ramp, the critical time tc may be calculated by integrating Eq. (18). Since Ḃy(t) is negative throughout
the evolution,

tc = γ

∫ B0

Bc

dB

∆2(B)
(19)

Similarly, the total evolution time is given by

tf = γ

∫ B0

0

dB

∆2(B)
(20)

which shows a linear relationship between the total time tf and the adiabaticity parameter γ. Satisfying the adiabaticity condition
γ � 1 for the Hamiltonian in Fig. 8 implies tf � 3.6 ms, a factor of 4 and 12 less time than exponential and linear ramps,
respectively. The fact that local adiabatic evolution can lead to faster ramps while satisfying adiabaticity has been well-explored
in [77], where it was shown that local adiabatic ramps could recover the quadratic speedup of Grover’s quantum search algorithm.
In contrast, it was found that linear ramps offer no improvement over classical search [106].

Fig. 9(a) compares a linear, exponential, and local adiabatic ramp profile for the Hamiltonian shown in Fig. 8. The local
adiabatic ramp spends much of its time evolution in the vicinity of the critical point, since the transverse field changes slowly
on account of the small instantaneous gap. This is further illustrated in Fig. 9(b), which shows that at the critical point, the
slope of the local adiabatic ramp is minimized and smaller than slopes of the exponential or linear ramps. As a result, the
inverse adiabaticity 1/γ is peaked near the critical point for exponential and linear ramps, greatly increasing the probability of
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non-adiabatic transitions away from the ground state (see Fig. 9(c)). By design, the local adiabatic ramp maintains constant
adiabaticity for all values of B and does not suffer from large non-adiabaticities near Bc.

Beyond Adiabatic ramps - While adiabatic simulation protocol allows for the preparation of the ground state of non-trivial
spin models, maintaining the adiabatic condition (Eq.(17)) for a large system within the constraint of an experimentally realistic
coherence time will be challenging. Alternate protocols have been explored to bypass the strict requirements of adiabaticity,
while achieving high ground state probability. For example, a ‘Bang-bang’ control of the Hamiltonian has been suggested
[114, 115], where the initial trivial Hamiltonian can be quenched to an intermediate Hamiltonian, followed by a final quench
to the problem Hamiltonian. In another approach, a classical-quantum hybrid protocol (the Quantum Approximate Adiabatic
Algorithm, or QAOA [18]) theoretically enables ultra-fast creation of ground states [116]. Here, we restrict our discussions to
adiabatic simulation protocols.

B. Experimental Progress in Adiabatic Quantum Simulation

1. Transverse Ising model with a small number of spins

The adiabatic preparation of the ground state for the transverse Ising model was first demonstrated with two trapped ion
spins [94, 97], followed by experiments with three spins [81, 84, 95, 96, 117]. These entry experiments demonstrated the
adiabatic evolution from para-magnetic initial state to magnetically ordered ground states and allowed tests of adiabaticity [96]
and direct measures of entanglement in the ground state [81, 95]. The three-spin system moreover supports spin frustration, or a
competition between the nearest and next-nearest couplings in the case of antiferromagnetic ground states. By tuning the system
to have either ferromagnetic and anti-ferromagnetic ground states, two different types of magnetic order were indeed measured,
paralleling the two different classes of entanglement known to exist with exactly three spins [118].

(a) (b)

FIG. 10. (a) Adiabatic evolution of two trapped ion spins from a paramagnetic state to ferromagnetic state. (b) Entanglement of the prepared
ground state in the ferromagnetic Hamiltonian. From 94.

For the case of three Ising spins, the transverse Ising Hamiltonian (15) is reduced to

H3 = J1(σ(1)
x σ(2)

x + σ(2)
x σ(3)

x ) + J2σ
(3)
x σ(1)

x +By(t)(σ(1)
y + σ(2)

y + σ(3)
y ), (21)

where the transverse field and the Ising interaction are chosen to act along the y-axis and x-axis, respectively. This is the simplest
Hamiltonian that can exhibit frustration in the ground state due to a compromise between the various Ising couplings.

As seen in Eq. (12), the sign and the strength of the Ising couplings Ji,j can be controlled by the proper choice of the
driving field detuning from spin resonance µ. For three spins, the expected and measured nearest-neighbor (NN) interactions,
J1 ≡ J1,2 = J2,3 and the next-nearest-neighbor (NNN) interaction J2 ≡ J1,3 are shown in Fig. 5. For certain ranges of the drive
field detuning, both NN and NNN couplings have anti-ferromagnetic (AFM) interactions (J1, J2 > 0), and for other domains
both show ferromagnetic (FM) interactions (J1, J2 < 0).

Figure 11(a) shows the time evolution for the Hamiltonian frustrated with nearly uniform AFM couplings and gives almost
equal probabilities for the six AFM states (|↓↓↑〉 , |↑↓↓〉 , |↓↑↑〉 , |↑↑↓〉 , |↓↑↓〉, and |↑↓↑〉 (three-quarters of all possible spin states)
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at By ≈ 0. Because J2 < 0.8J1 for this data, a population imbalance also develops between symmetric (|↓↑↓〉 and |↑↓↑〉) and
asymmetric (|↓↓↑〉 , |↑↓↓〉 , |↓↑↑〉, and |↑↑↓〉) AFM states. Figure 11(b) shows the evolution to the two ferromagnetic states (|↓↓↓〉
and |↑↑↑〉) as By → 0, where all interactions are FM.
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FIG. 11. Evolution of each of the eight spin states, measured with a CCD camera, plotted as By/Jrms is ramped down in time. The
dotted lines correspond to the populations in the exact ground state and the solid lines represent the theoretical evolution expected from the
actual ramp. (a) All interactions are AFM. The FM-ordered states vanish and the six AFM states are all populated as By → 0. Because
J2 ≈ 0.8J1, a population imbalance also develops between symmetric and asymmetric AFM. (b) All interactions are FM, with evolution to
the two ferromagnetic states as By → 0.(c) Entanglement generation for the case of all AFM interaction, where symmetric W-state witness
WW is used. The entanglement emerges for By/Jrms <1.1.(d) Entanglement generation for the all FM interactions, where the GHZ witness
WGHZ is used. The entanglement occurs when |By|/Jrms < 1. In both (c) and (d) the error bars represent the spread of the measured
expectation values for the witness, likely originating from the fluctuations of experimental conditions. The black solid lines are theoretical
witness values for the exact expected ground states, and the black dashed lines describe theoretically expected values at the actual ramps of
the transverse field By . The blue lines reveal the oscillation and suppression of the entanglement due to the remaining spin-motion couplings,
showing better agreement to the experimental results. Adapted from 81.

The adiabatic evolution of the ground state of Hamiltonian (21) from By � Jrms to By � Jrms should result in an equal
superposition of all ground states and therefore be entangled. For instance, for the isotropic AFM case, the ground state is
expected to be |↓↓↑〉+ |↑↓↓〉+ |↓↑↑〉− |↑↑↓〉− |↓↑↓〉− |↑↓↑〉. For the FM case, the ground state is a GHZ as |↓↓↓〉− |↑↑↑〉. The
entanglement in the system at each point in the adiabatic evolution can be characterized by measuring particular entanglement
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witness operators [119]. When the expectation value of such an operator is negative, this indicates entanglement of a particular
type defined by the witness operator. For the AFM (frustrated) case as shown in Fig. 11(c), the expectation of the symmetric W
state witness, WW = (4 +

√
5)Î − 2(Ĵ 2

x + Ĵ 2
y ) is measured [119]. For the FM case as shown in Fig. 11(d), the expectation

of the symmetric GHZ witness operator WGHZ = 9Î/4 − Ĵ 2
x − σ

(1)
y σ

(2)
y σ

(3)
y [119, 120] is measured, where Î is the identity

operator and Ĵi ≡ 1
2 (σ

(1)
l + σ

(2)
l + σ

(3)
l ) is proportional to the lth projection of the total effective angular momentum of the

three spins. In both cases, as shown in Figs. 11(c) and (d), entanglement of the corresponding form is clearly observed during
the adiabatic evolution.

2. Onset of quantum many-body effects with increasing system size

The ground state in the transverse field Ising model, Eq. (15) undergoes a crossover between polarized/paramagnetic and
magnetically ordered spin states, as the relative strengths of the transverse field By and the Ising interactions Ji,j are varied. For
|By/Ji,j | � 1, the ground state has the spins independently polarized (paramagnetic phase). For |By/Ji,j | � 1, the ground state
is magnetically ordered for |By/Ji,j | � 1, with ferromagnetic order for Ji,j < 0 in Eq. (15). A second order quantum phase
transition is predicted for this model in the thermodynamic limit [60] when the magnitude of the transverse field is comparable to
the interaction strength. A finite system does not support a phase transition, but shows a smooth crossover from the paramagnetic
to the spin-ordered phases. The crossover becomes sharper as the system size is increased, as measured in [42] by increasing the
system size ion by ion, from N = 2 to N = 9. The sharpening of the crossover from paramagnetic to ferromagnetic spin-order
with system size (Fig. 12) is consistent with an onset of the quantum phase transition. The presence or absence of a spin-order
can be quantified by adopting a suitable ‘order parameter’. For example, the average absolute magnetization per site along the
Ising direction, mx = 1

N

∑N
s=0 |N − 2s|P (s) assumes a value of mx = 1 for the ideal ferromagnet state while mx ≈ 0 in the

paramagnetic state. Here, P (s) is the probability of finding s spins in the | ↑〉 state (s = 0, 1, 2, · · · , N). Higher order moments
of the distribution of measured spins may be more suitable to extract the phase transition point from experiments performed on
final system sizes. Figure 12a compares the theoretically expected values of the average absolute magnetization to the fourth
moment known as the Binder cumulant, g =

∑N
s=0(N − 2s)4P (s)/(

∑N
s=0(N − 2s)4P (s))2 for up to N = 100 spins in an

all-to-all coupled ferromagnetic transverse Ising model. In the figure, both the magnetization and Binder cumulant have been
scaled to take into account ‘trivial’ finite size effects [42]. It is to be noted that the Binder cumulant shows greater sensitivity to
the change of spin-order when the transverse field and Ising couplings are comparable in strength, and thus can be more reliably
used to estimate the phase transition point from experiments with finite systems.

Although the ferromagnetic spin order was observed in adiabatic quantum simulation experiments with up to N = 16 ions
[73], adiabatic preparation of the ground state in transverse field Ising model becomes harder if the interactions are long-ranged
and antiferromagnetic (Ji,j > 0). This is because long-ranged AFM interactions lead to competing pairwise spin order, or
frustration, as explained with N = 3 spins [95] in the previous subsection. Intuitively, the longer the range of AFM interaction
is, the easier it is to create spin-flip excitations. Thus the critical field required to destroy the AFM spin order is less than that with
a relatively shorter range interaction. The ‘critical gap’ in the many-body energy spectra also decreases with increasing range of
the AFM couplings (Fig. 13). The reduction of the critical gap with increased range of interaction was experimentally probed
in a quantum simulation of the transverse field Ising model, Eq.15 with the interaction profile following an approximate power
law, Eq.13 (J0 > 0) for N = 10 [73]. The ratio of the transverse field to the Ising couplings was varied quasi-adiabatically from
a high transverse field to a final value of B/J0 = 0.01. As the critical gap reduced with increased range of interactions, more
excitations were created, which resulted in a reduction in the ground state order, as measured by a reduction in the structure
function, S(k) = 1

N−1

∣∣∣∑N−1
r=1 C(r) exp (ikr)

∣∣∣ at k = π. Here, C(r) = 1
N−r

∑N−r
m=1

(
〈σ(m)
x σ

(m+r)
x 〉 − 〈σ(m)

x 〉〈σ(m+r)
x 〉

)
is the average correlation of spins separated by r sites along the Ising direction x, and S(π) quantifies the nearest-neighbor
antiferromagnetic spin order.

3. Optimizing adiabatic ramps

To determine the effects of a chosen adiabatic ramp protocol, the probability of creating the ground state can be measured
following linear, exponential, and locally adiabatic ramps of identical times. [78] used N = 6 ions and chose the trap voltages
and the laser detuning µ to give AFM spin-spin interactions of the form Ji,j ≈ (0.77 kHz)/|i − j|. These long-range AFM
interactions lead to a fully-connected, frustrated system as all couplings cannot be simultaneously satisfied. Nevertheless, the
ground state of this system reduces to an equal superposition of the two Néel-ordered AFM states, (|010101〉+ |101010〉)/

√
2.

The data in Fig. 14 show how the AFM ground state probability grows during a single 2.4 ms linear, exponential, or local
adiabatic ramp. Each data point is the result of 4000 repetitions of the same experiment, with error bars that account for statistical
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FIG. 12. Paramagnetic-to-Ferromagnetic crossover in a small collection of trapped ion spins (a) Theoretical values of order parameters versus
vs B/|J | for N = 2 and N = 9 spins with non-uniform Ising couplings following the experiment in Ref. [42] and assuming perfect adiabatic
time evolution. Here, J is the average Ising coupling. The order parameters, the Binder Cumulant and the magnetization are calculated by
directly diagonalizing the relevant Hamiltonian 1. Order parameters are also calculated for a moderately large system (N=100) with uniform
Ising couplings, to show the difference between these order parameters. (b) Measured magnetization vs B/|J | (and simulation time) plotted
for N=2 to N=9 spins, and scaled to the number of spins. As B/|J | is lowered, the spins undergo a crossover from a paramagnetic to
ferromagnetic phase. The crossover curves sharpen as the system size is increased from N = 2 to N = 9, prefacing a phase transition in
the limit of infinite system size. The oscillations in the data arise from the imperfect initial state preparation and non-adiabaticity due to finite
ramping time. Measured magnetization (c) and Binder cumulant (d) vs. B/|J | for for N = 2 (circles) and N = 9 spins (diamonds) with
representative detection error bars. The data deviate from unity at B/|J | = 0 owing to decoherence driven by the Raman transitions creating
the Ising couplings. The theoretical curves (solid line N = 2 and dashed line for N = 9 spins) are calculated by averaging over 10,000
quantum trajectories. [from [42]].

uncertainty as well as estimated drifts in the Ising coupling strengths. In agreement with the arguments above, the data show that
local adiabatic ramps prepare the ground state with higher fidelity than exponential or linear ramps. The ground state population
grows quickly under local adiabatic evolution since the transverse field B(t) is reduced quickly at first. In contrast, the linear
ramp does not approach the paramagnetic to AFM phase transition until ∼ 2 ms, and the AFM probability is suppressed until
this time.

The solid lines in Fig. 14 plot the theoretical prediction of the ground state probability with no free parameters. In
each case, the Schrödinger equation is numerically integrated using Hamiltonian (15), the desired B(t), and the initial state
|ψ(0)〉 = |000 . . .〉y . At the end of the ramp, the overlap between the final state |ψ(tf )〉 and the AFM ground state
(|010 . . .〉+ |101 . . .〉)/

√
2 is calculated to extract the probability of the ground state spin configuration. Effects of decoherence-

induced decay in the ground state probability are included by multiplying the calculated probability at time t by exp[−t/td],
where td is the measured 1/e coherence time of the spin-spin interactions.

Ground state identification – Interestingly, the ground state spin ordering may be determined in an experiment even when the
ramp is non-adiabatic. The key to ground state identification is to examine the probability distribution of all spin configurations
at the conclusion of the ramp and select the most prevalent state in the final eigenbasis. Consider an experiment where the spins
are initialized into |000 . . .〉y (as usual) and the transverse fieldB(t) is instantly switched from B = B0 toB = 0. Measurement
along the x-direction would yield an equal superposition of all spin states; in this instance, the ground state is just as probable
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FIG. 13. (A) Structure function S(k) for various ranges of AFM interactions, for B/J0 = 0.01 in a system of N = 10 spins. The increased
level of frustration for the longer-range interactions reduces the observed antiferromagnetic spin order. The detection errors may be larger than
shown here for the longest range of interactions, owing to spatial crosstalk from their closer spacing. (B) Distribution of observed states in the
spin system, sorted according to their energy Ei (with E0 denoting the ground state energy) calculated exactly from Eq. (15) with B = 0. Data
are presented for two ranges (red for α = 1.05 and blue for α = 0.76). The dashed lines indicate the cumulative energy distribution functions
for these two ranges. Adapted from [73].
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FIG. 14. Probability of preparing the AFM ground state for various times during tf = 2.4 ms simulations with three different ramp profiles.
The linear ramp takes∼ 2.3 ms to reach the critical point, while the local adiabatic and exponential ramps need only 1.2 ms. Locally adiabatic
ramps yield the highest preparation fidelity at all times. Adapted from [78].

as any other state. If the transverse field B(t) is instead ramped at a fast but finite rate, the quantum simulation is slightly more
adiabatic than the instantaneous case, and the ground state becomes slightly more prevalent than any other state. When B(t) is
ramped slowly enough, the ground state population is nearly 100% and dominates over that of any other state.

A close analogy may be drawn with a Landau-Zener process [121] in a two-level system comprised of the ground and first
coupled excited states. Adiabatic ramps correspond to half of a Landau-Zener process, in which B(t) starts with B � J and
ends at B = 0. One can write an analytic expression to calculate the transition probability for this half-Landau-Zener evolution
[122], which has a maximum value of 0.5 for an instantaneous ramp. Any fast but finite ramp will give a transition probability
< 0.5, and the ground state will always be more prevalent than the excited state.

The technique of identifying the most prevalent state as the ground state is subject to some limitations. First, the initial
state (before the ramp) should be a uniform superposition of all spin states in the measurement basis – a condition satisfied by
preparing the state |000 . . .〉y and measuring along x̂. If some spin states are more prevalent than the ground state initially, then
some non-zero ramp time will be necessary before the ground state probabilities “catch up” and surpass these initially prevalent
states. Second, the ramp must not cross any first-order transitions between ordered phases, as non-adiabatic ramps may not
allow sufficient evolution time towards the new ground state order. In addition, the initial and final states must share the same
symmetry properties.

Finally, a good determination of the ground state requires that the difference between the measured ground state probability
Pg and next excited state probability Pe be large compared with the experimental uncertainty, which is fundamentally limited
by quantum projection noise ∼ 1/

√
n after n repetitions of the experiment [123]. This implies that the most prevalent ground
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state can be determined reliably after repeating the measurement n > (P 2
g + P 2

e )/(Pg − Pe)2 times. Assuming an exponential
distribution of populated states during the ramp (as may be expected from Landau-Zener-like transitions), the number of required
runs should then scale as n ∼ (Ē/∆)2 in the limit Ē � ∆, where Ē is the mean energy imparted to the spins during the ramp,
and ∆ is the energy splitting between the ground and first coupled excited state.

If the gap shrinks exponentially with the number of spinsN (i.e. ∆ ∼ e−N ), ground state identification requires an exponential
number of measurements n in the simulation. However, in cases where the gap shrinks like a power law (∆ ∼ N−α), the most
prevalent state can be ascertained in a time that scales polynomially with the number of spins. Regardless of the scaling,
techniques that improve the ground state probability (such as local adiabatic evolution) can greatly increase the contrast of the
most prevalent state and reduce the number of necessary repetitions.
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FIG. 15. (a) Camera images of experimentally prepared AFM ground states for N = 14. (b) State probabilities of all 214 = 16384 spin
configurations for a 14-ion system following a local adiabatic ramp. The Néel-ordered ground states are unambiguously the most prevalent,
despite a total probability of only 3%. From [78].

Fig. 15 demonstrates the resiliency of most-prevalent state selection to ramps that are far from adiabatic. Identification of
the ground state proceeds easily, even though the total ground state probability is only ∼ 3%. The requirement of satisfying
the adiabatic criterion is replaced only by the requirement that the most prevalent state probabilities are accurately resolvable
compared with those of any other states. While the method should remain robust for even larger N , more adiabatic ramps
(generated by longer ramp times or stronger spin-spin couplings) will decrease the number of experimental repetitions needed
to clearly resolve the state probabilities.

4. Classical Ising model

Adiabatic protocols can also be used to create the ground states of a classical spin model, catalyzed by quantum fluctuations.
Consider a system described by the transverse Ising model accompanied by a longitudinal field:

H =
∑
i,j

Ji,jσ
i
xσ

j
x +Bx

∑
i

σix +By(t)
∑
i

σiy (22)

When the transverse field By is set equal to 0, and the longitudinal field Bx is varied, this Hamiltonian exhibits many distinct
ground state phases separated by first-order classical phase transitions. Yet even for just a few spins, the various ground states
at different Bx are classically inaccessible in a physical system at or near zero temperature due to the absence of thermal
fluctuations to drive the phase transitions [60].

Nevertheless, these classically inaccessible ground states can be created by applying a transverse field (which does not com-
mute with the longitudinal-field Ising Hamiltonian) to introduce quantum fluctuations. Using N = 6 or N = 10 spins, this
technique has been used to experimentally identify the locations of the multiple classical phase transitions and to preferentially
populate each of the classical ground states that arise for varying strengths of the longitudinal field [98]. The ground state spin
ordering reveals a Wigner-crystal spin structure [124], maps on to a number of energy minimization problems [125], and shows
the first steps of the complete devil’s staircase [126] which would emerge in the N →∞ limit.
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Fig. 16(a) shows the energy eigenvalues of the Hamiltonian given in Eq. (22) with By = 0 for a system of 6 spins. The
ground state passes through three level crossings asBx is increased from 0, indicating three classical first-order phase transitions
separating four distinct spin phases. For each Bx, there is a quantum critical point at some finite By characterized by a critical
gap ∆c (inset of Fig. 16(b)). When Bx is near a classical phase transition, the near energy-degeneracy of spin orderings shrinks
the quantum critical gap, as shown in Fig. 16(b).
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FIG. 16. (a) Low-lying energy eigenvalues of Eq. (22) for By = 0 and N = 6, with the long-range Ji,j couplings determined from
experimental conditions (see text). Level crossings (inset) indicate the presence of first-order phase transitions in the ground state. (b) The
critical gap ∆c shrinks to zero at the three phase transitions (vertical dashed lines). Inset: low-lying energy levels of Eq. (22) with Bx = 0.
From [98].

Long-range interactions give rise to many more ground state spin phases than does a nearest-neighbor-only Ising model.
Consider a nearest-neighbor AFM model with N total spins and a ground-state ordering |.. ↓↑↓↑↓↑ ..〉. An excited state at
Bx = 0 may have an additional spin polarized along |↓〉, either by making a kink of type |.. ↓↑↓↓↑↓ ..〉 or a spin defect of type
|.. ↓↑↓↓↓↑ ..〉. The interaction energy gain of making n kinks is 2nJ , while the field energy loss is 2nBx. AtBx/J = 1, multiple
energy levels intersect to give a first-order phase transition. Similarly, the energy gain of making n spin defects is 4nJ and the
loss is 2nBx, so a second phase transition occurs at Bx/J = 2. Only three different ground state spin phases are observable as
Bx is varied from 0 → ∞, independent of N , and there is a large degeneracy of spin eigenstates at the phase transitions. The
presence of long-range interactions lifts this degeneracy and admits [N/2] + 1 distinct spin phases with {0, 1, . . . , [N/2]} spins
in state |↑〉, where [N/2] is the integer part of N/2.

To create these various spin phases, each experiment begins by optically pumping the effective spins to the state |↓↓↓ ..〉z . The
spins are then coherently rotated into the equatorial plane of the Bloch sphere so that they point along ~B = Bxx̂+By(0)ŷ, with
Bx varied between different simulations. The Hamiltonian of Eq. (22) is then switched on at t = 0 with the chosen value of Bx
and By(0) = 5Jmax. The transverse field (which provides the quantum fluctuations) is ramped down to By ≈ 0 exponentially
with a time constant of 600 µs and a total time of 3 ms, which sacrifices adiabaticity in order to avoid decoherence effects. At
t = 3 ms, the Hamiltonian is switched off and the x−component of each spin is measured by applying a global π/2 rotation
about the ŷ axis, illuminating the ions with resonant light, and imaging the spin-dependent fluorescence using an intensified
CCD camera. Experiments are repeated 4000 times to determine the probability of each possible spin configuration. Detection
errors (ε = 7% for a single spin) can be compensated by multiplying a matrix describing the expected multi-spin error by the
vector containing the measured probability of each spin configuration [73, 79].

The order parameter of net magnetization along x, mx = N↑ − N↓, can then be investigated as a function of longitudinal
field strength. The magnetization of the ground state spin ordering of Eq. (22) is expected to yield a staircase with sharp steps
at the phase transitions (red line in Fig. 17(a)) when By = 0 [126]. The experimental data (blue points in Fig. 17(a)) show an
averaged magnetization with heavily broadened steps due largely to the non-adiabatic exponential ramp of the transverse field.
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FIG. 17. (a) Magnetization (mx = N↑ − N↓) of 6 ions for increasing axial field strength. Red, solid: magnetization of the calculated
ground state, with the step locations indicating the first-order phase transitions. Blue diamonds: average magnetization of 4000 experiments
for various Bx. Blue, solid: magnetization calculated by numerical simulation using experimental parameters. Black, dashed: magnetization
of the most probable state (see inset) found at each Bx value. Gray bands indicate the experimental uncertainty in Bx/Jmax at each observed
phase transition. (b) Linearly interpolated camera images of the ground states found at each step in (a): |↓↑↓↑↓↑〉 and |↑↓↑↓↑↓〉 (mx = 0),
|↓↑↓↓↑↓〉 (mx = −2), |↓↓↑↓↓↓〉 and |↓↓↓↑↓↓〉 (mx = −4), and |↓↓↓↓↓↓〉 (mx = −6). Adapted from [98].

The deviation from sharp staircase-like behavior is predicted by numerical simulations (solid blue line in Fig. 17(a)) which
account for the implemented experimental parameters and ramp profiles. Differences between theory and experiment are largest
near the phase transitions, where excitations are easier to make due to the shrinking quantum critical gap (Fig. 16(b)).

The ground state spin configuration at each value of Bx can be extracted by looking at the probability distribution of all
spin states and selecting the most prevalent state (inset of Fig. 17(a)) [78]. The magnetization of the spin states found by this
method (black points in Fig. 17(a)) recover the predicted staircase structure. The steps in the experimental curve agree with
the calculated phase transition locations to within experimental error (gray bands in Fig. 17(a)), which accounts for statistical
uncertainty due to quantum projection noise and estimated drifts in the strengths of Ji,j , Bx, and By .

Fig. 17(b) shows approximately 1000 averaged camera images of the most probable spin configuration observed at each
plateau in Fig. 17(a). Each box contains an ion that scatters many photons when in the state |↑〉 and essentially no photons
when in the state |↓〉. The observed spin orderings in Fig. 17(b) match the calculated ground states at each magnetization,
validating the technique of using quantum fluctuations to preferentially create these classically inaccessible ground states. (For
magnetizations of 0 and−4, two ground state orderings are observed due to the left-right symmetry of the spin-spin interactions.)

To further illustrate the necessity of using quantum fluctuations to catalyze the magnetic phase transitions, alternate ramp
trajectories can be used to reach a final chosen value of Bx. Fig. 18(a) shows the ground state phase diagram of the Hamiltonian
of Eq. (22), with the sharp classical phase transitions visible along the bottom axis (By/Jmax = 0). In addition, it shows two
possible trajectories through the phase diagram that start in a paramagnetic ground state (which is easy to prepare experimentally)
and end at the same value of Bx with By = 0.

The first trajectory, in which Bx is fixed and By is ramped from 5Jmax to 0, was the one used in Fig. 17 to experimentally
verify the locations of the 3 classical phase transitions and to experimentally create the 4 different ground state phases. Along this
trajectory, Fig. 18(b) plots the probability of creating each ground state as a function of Bx and find populations of∼ 40− 80%.
A smooth crossover between the four ground state phases was observed, with the classical phase transitions occurring at the
crossing points. This arises since distinct spin eigenstates have degenerate energies at the phase transition, causing the quantum
critical gap between them to close and allowing quantum fluctuations to populate both states equally (see Fig. 16).

The second trajectory in Fig. 18(a) is purely classical, with By set to 0. The spins are initialized into the state |↓↓↓↓↓↓〉, and
Bx is ramped from 5Jmax to its final value at a rate of 5Jmax/3 ms. Fig. 18(c) shows that in a classical system without thermal
or quantum fluctuations, the phase transitions remain undriven and the initial state |↓↓↓↓↓↓〉 remains dominant for all values of
Bx. The ground state phases with magnetization 0 and −2 (blue and green in Fig. 18(c)) are separated from the initial state by
several classical phase transitions and have essentially zero probability of being created.
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FIG. 18. (a) Ground state phase diagram of the system, along with two different trajectories that end at the same value of Bx. (b) Probabilities
of the 4 different ground state spin phases when By is ramped in a 6-ion system. Blue dots: |↓↑↓↑↓↑〉 or |↑↓↑↓↑↓〉. Green squares: |↓↑↓↓↑↓〉.
Red diamonds: |↓↓↑↓↓↓〉 or |↓↓↓↑↓↓〉. Black triangles: |↓↓↓↓↓↓〉. Gray bands are the experimental uncertainties of the phase transition
locations. (c) Probabilities of creating the 4 different ground states when Bx is ramped. Most of the ground states are classically inaccessible
in our zero temperature system. Adapted from [98].

5. Spin-1 simulations

As with the spin-1/2 systems described above, spin-1 systems – spanned by the basis kets |+〉 , |0〉, and |−〉 – can likewise
exhibit a variety of interesting new physics and ground-state phases. As a notable example, Haldane conjectured [127] that
integer-spin Heisenberg chains with nearest-neighbor AFM interactions are gapped, in contrast to gapless half-integer spin
chains. This energy gap in integer-spin systems corresponds to short-range exponentially decaying correlation functions, as
opposed to long-range power-law decaying correlations in half-integer systems. It was later suggested [128] that this Haldane
phase of the spin-one chain is governed by a hidden order, which can be characterized by a non-local string order parameter
and is consistent with a full breaking of a hidden Z2 × Z2 symmetry [129]. The Haldane phase can also be described by a
doubly-degenerate entanglement spectrum [130], hinting at a topologically protected phase in one-dimension.

As theoretically proposed in both [131] and [132], a range of spin-1 Haldane physics can be accessed in traditional ion-trap
quantum simulators. In [131], for instance, it is shown how to generate the full spin-1 XXZ Hamiltonian

H =
∑
i,j

Jij(S
i
xS

j
x + SiyS

j
y + λSizS

j
z) +D

∑
i

(Siz)
2 (23)

where the Siγ terms are the spin-1 Pauli operators on site i along the γ direction, λ is the Z-anisotropy, and D is analogous to
a magnetic field B term of Eq. (3) for spin-1/2 systems. The interacting terms in Eq. (23) arise from a generalization of the
Mølmer-Sørensen gate [133] to spin-1 systems, followed by a transformation to the interaction picture; the on-site D-term can
be generated by imposing frequency detunings D on all the previous driving fields.

Generating the ground state of the Haldane phase can be realized by an adiabatic ramp procedure [131]. To begin, the spin-1
system can be initialized into a product state of |0〉 on each site, which is the trivial ground state when D � J . Adiabatically
reducing D will then drive the system towards the Haldane phase. As the system size increases and the critical gap between
the D and Haldane phase closes, a symmetry-breaking perturbation can be implemented to circumvent the phase transition. For
example, adding a site-specific term Hpert = −h

∑
i(−1)iSiz will break all symmetries of the Haldane phase, allowing for a

finite energy gap along the entire ramp path. The ground state can then be characterized using site-specific measurements to
determine the spin correlation functions 〈Szi Szj 〉 and the string-order correlation Szij ≡ 〈Szi Szj

∏
i<k<j(−1)S

z
k 〉.

Since the interactions Jij in Eq. (23) are long-ranged, this can lead to both quantitative and qualitative differences in the
phase diagram as compared to the nearest-neighbor XXZ model [132]. For instance, the positions of the phase boundaries
shift for long-ranged AFM interactions, whereas long-ranged FM interactions can destroy the Haldane phase and support a new
continuous symmetry-broken phase. Each of these possible phases can be distinguished by comparing measured values of the
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FIG. 19. Measurements of the prepared 2-spin (a-c) and 4-spin (d) states after ramping an S2
z field (narrow blue bars) compared to the values

expected for the calculated ground state (gray bars). Panels (a), (b), and (c) show the measured populations when the ‘dark’ state is set to be
|0〉, |−〉, or |+〉, respectively. The dark state is set to |0〉 in part (d). Adapted from [134].
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2 + (|−+〉+ |+−〉) /2, respectively. The phase of the oscillation reveals that the relative phases in the prepared
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spin and string-order correlation functions described above.

The first experimental steps towards Haldane physics in an ion-trap quantum simulator implemented the model in Eq. (23)
with λ = 0 [134]. To generate the ground states of this effective spin-1 XY model, for 2- and 4-ion spin chains, the spins were
initially prepared in the state |00 · · ·〉. This is the approximate ground state of Eq. (23) in the presence of a large D-field. This
field was then ramped down slowly until D ≈ 0; the resulting state populations, shown in Fig. 19, match reasonably well with
the exactly-calculated ground state.

Measurements of populations in the Sz basis necessarily discard phase information about components of the final state. This
can be important in many spin models, including the XY model, where such measurements alone cannot discriminate between
different eigenstates. For example, the ground state of an XY model with two spin-1 particles is |00〉 /

√
2− (|−+〉+ |+−〉) /2,

while the highest excited state is |00〉 /
√

2 + (|−+〉+ |+−〉) /2, differing only by a relative phase. In [134], verification of
ground state production was accomplished by applying a pair of rotations, R0−(π/2, ϕ)R0+(π/2, 0), and measuring the parity
Π =

∑2
j=0(−1)jPj (with Pj the probability of j atoms in |0〉). This is expected to result in Π(ϕ) = 3

8 ±
1
2 cosϕ, where the

+ and - correspond to the ground and highest excited states, respectively. The data shown in Fig. 20 are consistent with having
prepared the 2-spin ground state of the spin-1 XY model.
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IV. NONEQUILIBRIUM PHASES OF MATTER AND DYNAMICS

In contrast to section III dealing with equilibrium properties of quantum spin models, trapped ion simulators are naturally
suited for studying non-equilibrium phenomena. Non-equilibrium dynamics might even be considered more natural, since the
study of equilibrium-like properties requires a specific protocol for preparing the corresponding ground or thermal state, unlike
conventional condensed matter materials that are directly cooled through phonon interactions. The simplest non-equilibrium
studies, on the other hand, can start with an initial product state and then simply evolve the system under a (time-dependent)
Hamiltonian of interest.

Trapped ion quantum simulators provide an ideal platform for studying non-equilibrium dynamics over a broad range of both
spatial and temporal resolution. The effective long-range spin-spin interactions described in section I C 2 can be modulated
in time by turning on or off the laser-ion interactions. This allows non-equilibrium states to be prepared via quenches or
stroboscopic application of the Ising Hamiltonian while their subsequent dynamics are observed over timescales both shorter
than and longer than the natural time scale of interactions 1/Jij . These experiments retain single spin resolution even as the
system size is scaled to many particles, allowing access to non-trivial observables such as spin-spin correlations and magnetic
domain sizes. Since strongly interacting and highly-frustrated Ising spin models are often employed in analytical and numerical
studies of non-equilibrium quantum dynamics, the results of trapped ion spin simulations serve as an important benchmark for
these theoretical predictions.

Perhaps the most natural non-equilibrium experiments are global and local quenches. In a global quench experiment, a simple
initial state evolves under a time-independent Hamiltonian. A global quench originates from situations where the simple initial
state can be naturally thought of as the ground state of some simple Hamiltonian, in which case the dynamics ensues when the
Hamiltonian is changed (quenched). A local quench allows the comparison of the non-equilibrium dynamics between two initial
states that differ by the application of a locally applied unitary. A particular example of a local quench is a situation where one
of the two initial states is an eigenstate of the Hamiltonian.

In the case of local and global quenches, short-time or long-time dynamics may be of interest. In the case of short-time
dynamics, discussed in Sec. IV A, one is typically interested in time scales over which quantum information can propagate across
the system. In the case of long-time dynamics, one is interested in whether the system eventually approaches some effective
steady state and, if so, how this steady-state is approached. While one often expects the system to effectively thermalize (where
part of the system uses its complement as the bath [135]), we will discuss in Sec. IV B that disorder can often prevent such
thermalization leading to so-called many-body localization. Similarly, in Sec. IV C, we will show that, even in cases where the
system eventually thermalizes, it is possible that this thermalization takes a very long-time to occur and is preceded by so-called
prethermalization.

There are many forms of inducing and probing spin dynamics in trapped ion systems. One example is the periodic modulation
of a Hamiltonian, which gives rise to stroboscopic Floquet dynamics. In Sec. IV D, we will discuss such dynamics in trapped
ion systems in two complementary contexts. The first will focus on the application of a Hamiltonian and its negative counterpart
in order to measure so-called out-of-time-ordered correlation (OTOC) functions. The second will focus on the spontaneous
breaking of discrete time translation symmetry, leading to the emergence of time crystalline order.

A. Information Propagation

For intermediate-length ion chains, we assume that the interactions fall off with distance as a power-law J0/|i− j|α between
ions i and j, with 0 ≤ α ≤ 3, as derived in Eq. (13). In this case, the spin Hamiltonian has the general form:

H =
∑
i<j

hij(t) +
∑
i

hi(t), (24)

where hi(t) is a Hamiltonian acting on spin i and where the two-spin Hamiltonian hij(t) acting on spins i and j is subject to the
bound

||hij(t)|| ≤
J0

|i− j|α
. (25)

Here ||O|| indicates the operator (or spectral) norm of operator O, that is the magnitude of its eigenvalue with largest absolute
value.

Consider the following local-quench experiment. Let B be a unitary operator acting on a single site, while A is a single-site
observable acting on another site a distance r away. Let |ψ〉 be an arbitrary initial state, and let A(t) be the Heisenberg evolution
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power-law scaling of the light-cone boundary in the XY model. However,
without an exact solution there is no a-priori reason to assume a power-law
light-cone edge (used for the fits in Fig. 3); deviations from power-law
behaviour might reveal themselves for larger system sizes.

An important observation in Fig. 3j–l is that of faster-than-linear light-
cone growth for our shortest-range interaction, with a 5 1.19. Although
faster-than-linear growth is expected for a , 1 (see discussion of Ising
model), there is no consensus on whether such behaviour is generically
expected for a . 1. Our experimental observation has prompted us to nu-
merically check the light-cone shape for a 5 1.19; we find that faster-than-
linear scaling persists in systems of up to 22 spins before our calculations
break down (Extended Data Fig. 2).

Whether such scaling continues beyond ,30 spins is a question that,
at present, quantum simulators are best positioned to answer. In Figs 2m,
n and 3m, n, the excellent agreement between data and theory demon-
strates that experiments produce the correct results in a regime still solv-
able by classical computers. For larger systems, where numerical evolution
of the Schrödinger equation fails, the quality of quantum simulations
could still be benchmarked against the exact Ising solution of equation (4).
Finding close agreement in the Ising case would then build confidence in
an XY model simulation, which cannot be validated by any other known
method.

For the XY model, we additionally study the spatial decay of correla-
tions outside the light-cone boundary. The data (Fig. 4) is well described
by fits to exponentially decaying functions. Recent theoretical work20

predicts an initial decay of spatial correlations bounded by an expo-
nential, followed by a power-law decay; we speculate that much larger
system sizes and several hundred thousand repetitions of each data point
(to reduce the shot-noise uncertainty sufficiently) would be necessary to
see this effect.

A perturbative treatment of time evolution under the XY Hamiltonian
yields the short-time approximation for the correlation function Ci,j(t) <
(Ji,jt)

2. These values are plotted as dashed lines along with the data in
Fig. 4. Although the perturbative result matches the data early on, it fails
to describe the dynamics at longer evolution times. The discrepancies
indicate that the light-cone shapes observed in the XY model are fun-
damentally non-perturbative; rather, they result from the build-up of
correlations through multiple intermediate sites and cannot be described
by any known analytical method.
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Figure 3 | Measured quench dynamics in a long-range XY model. Global
quench of a long-range XY model with four different interaction ranges.
a–l, Panel descriptions match those in Fig. 2. In each case, when compared
with the Ising model, correlations between distant sites in the XY model are
stronger and build up more quickly. For the shortest-range interaction (j–l),
we observe a faster-than-linear growth of the light-cone boundary,

despite having a . 1; no known analytic theory predicts this effect.
m, n, Measured nearest-neighbour and tenth-nearest-neighbour correlations
closely match the numerical solution found by evolving the Schrödinger
equation of an XY model (equation (2)) with no free parameters and no
decoherence. Error bars, 1 s.d.
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Figure 4 | Correlations and dynamics beyond the perturbative regime.
Decay of spatial correlations outside the light-cone boundaries for a long-range XY
model with a 5 0.63, 0.83, 1.00 or 1.19. The hatched region indicates the area inside
the light-cone boundary Ci,j 5 0.15. The data corresponds to times indicated by
tickmarks on the left axis. Solid lines give an exponential fit to the data and dashed
lines show the predictions from a perturbative calculation. Perturbation theory
does not accurately describe the dynamics at later times. Associated data and
theoretical results are similarly coloured to guide the eye. Error bars, 1 s.d.
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FIG. 21. (a-c) Spatial and time-dependent correlations (a), extracted light-cone boundary (chosen as the contour Ci,j = 0.04) (b) and
correlation propagation velocity (c) following a global quench of a long-range XY model with α = 0.63. The curvature of the boundary shows
an increasing propagation velocity (b), quickly exceeding the short-range Lieb-Robinson velocity bound, vLR (c). Solid lines give a power-law
fit to the data, which slightly depends on the choice of contour Ci,j . (d-l), Complementary plots for α = 0.83 (d-f), α = 1.00 (g-i) and
α = 1.19 (j-l). As the range of the interactions decreases, correlations do not propagate as quickly through the chain. For the shortest-range
interaction (j-l), the experiment demonstrates a faster-than-linear growth of the light-cone boundary, despite having α > 1. (m,n) Measured
nearest-neighbor and tenth-nearest-neighbor correlations closely match the numerical solution found by evolving the Schrödinger equation of
an XY model with no free parameters and no decoherence. Error bars, 1 s.d. Adapted from 178.

of A under the Hamiltonian H in Eq. (24). Then the effect on observable A due to the disturbance B can be defined as the
difference between the expectation values of A(t) in the original state |ψ〉 and in the quenched state B |ψ〉:

| 〈ψ|B†A(t)B |ψ〉 − 〈ψ|A(t) |ψ〉 | = | 〈ψ|B†[A(t), B] |ψ〉 | ≤ ||[A(t), B]||. (26)

We see, therefore, that the signal after time t a distance r away is bounded by the unequal-time commutator ||[A(t), B]||. In turn,
upper bounds on ||[A(t), B]|| subject to the Hamiltonian in Eqs. (24,25) are referred to as Lieb-Robinson (or Lieb-Robinson-
type) bounds, named after the original work considering nearest-neighbor interactions (α = ∞) [136]. The region in the r-t
plane outside of which ||[A(t), B]|| must be small is called the causal region, while the boundary of the causal region is called
the light cone (or the effective light cone). A growing body of theoretical literature exists placing upper bounds on ||[A(t), B]||
and therefore deriving tighter and tighter light cones for different values of α [137–149]. At the same time, a complementary
growing body of theoretical literature considers specific Hamiltonians and protocols demonstrating larger and larger causal
regions [139, 141, 145, 150–174]. While these upper and lower bounds on information propagation are starting to approach each
other, there is still no provably tight light cone shape other than at large α, where the light cone is strictly linear [148, 149].

The light-cone-like spreading of correlations with nearest-neighbor interactions following a global quench was first measured
in neutral atoms confined in an optical lattice [175]. For long-range interacting systems such as trapped ion spins, the spread of
correlations is more subtle. To see this, suppose the system starts in an initial product state |ψ〉 and evolves under the Hamiltonian
in Eqs. (24,25). At time t = 0, the connected correlation function Ci,j(t) = 〈Oi(t)Oj(t)〉 − 〈Oi(t)〉〈Oj(t)〉 (where operator Oi
acts on site i) vanishes since the first expectation value factorizes. As time goes on, Ci,j(t) grows. For the case of short-range
interactions, Ci,j(t) is bounded in the r-t plane (where r = |i− j|) by a linear light cone similar to the corresponding light cone
for the unequal time commutator ||[A(t), B]|| [176]. For general α, a bound on ||[A(t), B]|| can also be used to derive a bound
on Ci,j(t) [177], but the relationship between the two light cones is not as trivial as in the nearest-neighbor (α =∞) case.

The spread of correlations in a long-range interacting system subject to a global quench was measured in a chain of ions
subject to long range interactions [178], This experiment studied the XY model (albeit in a different basis) corresponding to
hi(t) = 0 and hij(t) ∝ (σxi σ

x
j + σzi σ

z
j )/|i − j|α in Eq. (24). Fig. 21 shows data on 10 ions following a global quench [178].

Starting with an initial state of all spins pointing down (in the z basis), the experiment measures the time evolution of connected
correlations Ci,j(t) = 〈σzi (t)σzj (t)〉−〈σzi (t)〉〈σzj (t)〉. The growth of connected correlations following a global quench may also
be accompanied by the growth of entanglement, as was observed experimentally in [179].

A local quench experiment on trapped-ion chains studied the XY model of hopping hard-core bosons corresponding to hi(t) =
0 and hij(t) ∝ (σ+

i σ
−
j + σ−i σ

+
j )/|i − j|α in Eq. (24) [85]. Fig. 22 shows on a local quench on 15 spins from the experiment.
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As the interaction range is increased (Fig. 4b, c), the arrival times of
the first maxima in magnetization are seen to appear earlier and earlier,
reflecting the ejection of faster and faster quasiparticles from the quench
site. Furthermore, the signal decay outside these maxima is very slow:
there is an almost instant increase in the magnetization even at large dis-
tances (Fig. 4d, top). Clearly we are able to tune our system into a regime
where the light-cone picture does not apply and significant amounts of
information can propagate directly to distant neighbours. This is con-
sistent with generalized Lieb–Robinson bounds for power laws, which
for av1 are trivial, placing no restriction on the speed of information
propagation6–8.

A quantitative analysis is provided by extracting the maximum qua-
siparticle group velocity vmax

g from the data (see Methods and Extended
Data Fig. 4). For the shortest-range case, the observed vmax

g fits well with
the nearest-neighbour case (Fig. 4d). As the interaction range is increased,
the results are consistent with a divergence of vmax

g , as recently predicted12.
Ultimately, the information propagation speed in our system is limited by
the propagation of acoustic waves across the ion chain21. Note that, despite
the faster-moving components in the longer-range data (Fig. 4c), the
initial perturbation remains more localized. This is consistent with the
predicted flattening of the dispersion relation away from the divergence.
For a comparison of data with theory, see Extended Data Fig. 4.

Differences between the observed and ideal quantum dynamics fol-
lowing local quenches largely correspond to imperfect conservation of
excitation number. This could be caused by electric field noise leading to
heating of the ion’s motional state or by unwanted spin–motion entan-
glement. For global quench dynamics, laser-frequency and magnetic-
field fluctuations give rise to dephasing.

We have presented a new platform for investigating quantum
phenomena—a many-body quantum system in which the states and
properties of its quasiparticle excitations can be precisely initialized,
controlled and measured. This opens many new paths for experimental

investigations, the subjects of which can be broadly split into the follow-
ing: (1) quantum transport phenomena, concerning how quantum states
and entanglement13, or excitations14,27, propagate across quantum many-
body systems; (2) how quantum systems reach equilibrium, including
the question of when thermalization15,28 and localization occur16; (3) en-
tanglement growth and simulation complexity17 (the interaction range
parameter a is known to play a critical role in the growth rate of entan-
glement and the possibility of simulating the dynamics with conventional
computers); and (4) quasiparticle behaviour near phase transitions1.
For many of these research lines it would be useful, and feasible, to add
localized spin excitation absorbers or reflective boundaries, and static or
stochastically fluctuating disorder, to our system.

During the final stage of this work, we became aware of complementary
recent work investigating global quenches of trapped-ion spin chains26.

METHODS SUMMARY
Ions are held in a linear Paul trap, each encoding a spin-1/2 particle in the electronic
states S1=2,m~z1=2i:

!! !!;i and D5=2,m~z5=2i:
!! !!:i. Spins are manipulated

with a narrow-linewidth laser at 729 nm (ref. 29). Ions are coherently manipulated
with two laser beams intersecting the ion string perpendicularly from opposite
directions. The first beam interacts with all the ions with nearly equal strength and
is used for carrying out collective spin rotations, as well as implementing effective
spin–spin interactions by means of electronic-state-dependent forces3. These forces
off-resonantly drive the transverse motional modes of the ion string. The inter-
action range að Þ is controlled by how far off-resonant the driving is and the axial
trapping confinement. The second beam is strongly focused, steerable, and is used
for single-spin rotations. Spatially resolved fluorescence measurements in conjunc-
tion with prior single-spin rotations allow us to take single-shot measurements of
arbitrary spin correlations.

If our system had only nearest-neighbour interactions, the signal propagation after
a local perturbation using sx

‘ would be bounded by hy tð Þ Oj jy tð Þi{hy0 Oj jy0ij j
ƒ2 Oj jj jId 4 tj jmaxi Ji,iz1ð Þð Þ, where O may be any local operator with norm Oj jj j
and distance d to the quench site ‘. As Fig. 4d shows forO~sz

i , this bound is only a

〈σ
z 〉 i
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Figure 4 | Measured quantum dynamics for increasing spin–spin
interaction ranges. a–c, Measured magnetization sz

i tð Þ
" #

(colour coded)
following a local quench. From a to c, the interaction ranges are a < 1.41, 1.07,
0.75. In a, an effective light cone is evident and the dynamics are approximately
described by nearest-neighbour interactions only. Red lines, fits to the observed
magnon arrival times (examples in d); white lines, light cone for averaged
nearest-neighbour interactions; orange dots, after renormalization by the
algebraic tail (see Methods). As the interaction range is increased (b, c) the light
cone disappears and nearest-neighbour models fail to capture the dynamics.
d, Magnetization of spins (ions) 6 and 13, from a (top) and c (bottom). Solid

lines, Gaussian fits to measured magnon arrival. Top: for a 5 1.41, a nearest-
neighbour Lieb–Robinson bound captures most of the signal (shaded region,
Methods). Bottom: for a 5 0.75, it does not. e, Maximum group velocity. With
increasing a, the measured magnon arrival velocities (red circles) approach the
group velocity of the non-renormalized nearest-neighbour model (grey dash-
dotted line). If renormalized by the algebraic tail, the nearest-neighbour group
velocity increases at small a (orange dots), but much less than the increase of the
observed magnon velocity. For small a, the measured arrival times are
consistent with the divergent behaviour predicted for full power-law
interactions (black line).
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FIG. 22. (a-c) Measured magnetization 〈σzi (t)〉 (color coded) following a local quench. From a to c, the interaction ranges are α ≈
1.41, 1.07, 0.75. In a, an effective light cone is evident and the dynamics are approximately described by nearest-neighbor interactions only.
Red lines, fits to the observed magnon arrival times [examples in (d)]; white lines, light cone for averaged nearest-neighbor interactions;
orange dots, after renormalization by the algebraic tail. As the interaction range is increased (b,c) the light cone disappears and nearest-
neighbor models fail to capture the dynamics. d, Magnetization of spins (ions) 6 and 13, from (a) (top) and (c) (bottom). Solid lines, Gaussian
fits to measured magnon arrival. Top: for α = 1.41, a nearest-neighbor Lieb-Robinson bound captures most of the signal (shaded region).
Bottom: for α = 0.75, it does not. (e) Maximum group velocity. With increasing α, the measured magnon arrival velocities (red circles)
approach the group velocity of the non-renormalized nearest-neighbor model (grey dash-dotted line). If renormalized by the algebraic tail, the
nearest-neighbor group velocity increases at small α (orange dots), but much less than the increase of the observed magnon velocity. For small
α, the measured arrival times are consistent with the divergent behaviour predicted for full power-law interactions (black line). Adapted from
85.

After flipping up the middle spin (corresponding to B = σx8 ) in a chain of down spins, the experiment measures A = σzi for
various i. Since the number of flipped spins is conserved during the time evolution, the evolution is well-described using the
language of single-flip eigenstates called magnons.

Experiments on ultracold polar molecules [180] and defect centers in solid state [181] do not yet have the single-spin resolution
necessary for studying the shape of the causal region after local or global quenches in long-range-interacting systems. On the
other hand, experiments on ultracold neutral atoms interacting via Rydberg-Rydberg interactions [182–185] should be able
to access the particularly interesting parameter regime of α = 3 (dipolar interactions) [186] in one, two, and three spatial
dimensions.

B. Many-body Localization

Many-body localization (MBL) has become one of the most studied nonequilibrium phases of matter, receiving considerable
scrutiny in both experiment and theory in the past decade [187–191]. The localization effect is a generalization of single-particle
“Anderson” localization, which is characterized by a cessation of quasiparticle transport in non-interacting systems subject
to a random potential landscape [192]. Surprisingly, in the case of MBL similar insulator-like properties are observed even
when particles are strongly interacting [187–189]. When prepared with a quench, the quantum states become highly entangled
many-body superpositions of excited eigenstates spanning the entire energy spectrum of the disordered system Hamiltonian.
MBL can be distinguished from Anderson localization by the logarithmic growth of entanglement entropy at long-times [193].
The distribution of eigenstates occupied in an MBL phase is decidedly non-thermal and a number of observables have been
identified to characterize phase transitions between MBL and thermal states when varying the interaction strength or disorder in
the Hamiltonian [188, 189, 194, 195].

Signatures of MBL have been observed in a trapped ion quantum simulator in [196, 197] by engineering a locally disordered
but programmable potential (HD), which is applied simultaneously with the effective long range interacting transverse field
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FIG. 23. Many-Body Localization: (a, b) Temporal dynamics for each of the 10 ion’s Z magnetization 〈σzi (t)〉 in the case of zero disorder
and strong disorder for panels (a) and (b) respectively. (c) The normalized Hamming distance D(t) has plateaued to a steady state value for
J0t ≥ 5 at all measured disorder strengths. (d) The time averaged steady state value 〈D(t)〉 after the plateau shows the onset of a crossover
between a thermalizing regime (〈D(t)〉 = 0.5) and localizing regime (〈D(t)〉 = 0) as disorder increases. (e) The steady state Hamming
distance increases with longer range interactions. (f) The half-chain entropy growth in the absence of disorder (red points) and for a disordered
chain with W = 6J0 (blue points), compared with numerical simulations of unitary dynamics (dotted lines) and including known sources of
decoherence (solid lines). Panels (a-e) are adapted from [196], and panel (f) is adapted from [197].

Hamiltonian (Hint) as described in section I C

HMBL = Hint +HD. (27)

The disordered potential is implemented with single site resolution across the ion chain such that

HD =
∑
i

Diσ
z
i . (28)

where Di is sampled from a uniform distribution, Di ∈ [−W/2,W/2], with width W . For finite system sizes, this Hamilto-
nian exhibits features consistent with many-body localization and demonstrates a disorder-induced, long-lived memory of the
system’s initial conditions [198, 199]. Understanding the thermodynamic stability of localization with power-law interactions
remains an intriguing open question [200–203].

The MBL state is created by initially preparing the 10 spin Néel state with staggered order (|ψ0〉 = |↓↑↓↑↓↑↓↑↓↑〉z) which
is highly excited with respect to the disordered Ising Hamiltonian of Eq. 27. This Hamiltonian is rapidly quenched on and the
resulting single spin magnetization dynamics 〈σzi (t)〉 are measured for times up to t = 10/J0. The experiment is repeated under
multiple instances of disorder with Stark-shifts (Di) applied programmatically to each ion using a rastered individual addressing
laser [51]. This individual addressing laser is also used create the initial Néel state using a sequence of controlled spin-flips.

In the absence of disorder these initial spin states will thermalize if the uniform transverse field B is sufficiently large [204–
206]. In [196], global rotations are used to prepare eigenstates of both σx and σz and measure the resulting single ion magneti-
zation projected into those directions after evolution under HMBL. In the case of a thermalizing system, memory of the initial
spin configuration will be lost in all directions of the Bloch sphere, namely 〈σxi 〉 = 〈σzi 〉 = 0 at long times. Above the threshold
transverse field (B & 4J0) the system rapidly thermalizes to zero magnetization after relatively short timescales (t < 5/J0)
(Figure 23a).
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However, with the transverse field held fixed at B = 4J0, the data clearly shows that applied disorder localizes the spin chain,
retaining memory of the initial Néel state in measurements of the z magnetization 〈σzi 〉 (Figure 23b). Each measurement of mag-
netization dynamics for disorder width W is repeated with at least 30 different realizations of disorder, which are subsequently
averaged together. This is sufficient to reduce the finite depth disorder sampling error to be of the same order as other noise
sources. After some initial decay and oscillations, the magnetization of each spin settles to a steady state value for J0t ≥ 5. The
degree of localization can be quantified using the normalized Hamming distance (HD)

D(t) =
1

2
− 1

2N

∑
i

〈σzi (t)σzi (0)〉

=
1

2
− 1

2N

∑
i

(−1)i 〈σzi (t)〉 .
(29)

This observable counts the number of spin flips from the initial state, normalized to the length of the spin chain. At long times,
a randomly oriented thermal state shows D = 0.5 while one that remains fully localized has D = 0 (Figure 23c).

The average steady state value 〈D(t)〉 for J0t ≥ 5 can serve as an order parameter to display the crossover between the
localizing and thermalizing regimes. The most relevant adjustable experimental control parameters for probing the MBL phase
diagram are the amplitude of disorder W and the interaction range α. Increasing W pins each spin closer to its initial state and
pushes the entire spin chain towards a localized regime (Figure 23d). Likewise, the localization strengthens as α is increased
towards shorter range interactions (Figure 23e), recovering Anderson localization via a Jordan-Wigner transformation in the
α→∞ limit. Numerical studies have confirmed that full localization occurs within experimentally accessible disorder strengths
and interaction ranges [207].

Interestingly, Anderson localization can be realized with the same long-range disordered Hamiltonian by observing the dy-
namics of a single spin excitation in the ion chain. For example, in [208] the transport efficiency of a spin excitation from initial
site i = 3 to the target site i = 8 is observed as a function of time in a 10-ion spin chain. The transport is reduced with strongly
applied disorder which is indicative of localization of the spin excitation. However, adding temporal variations in the form
of dephasing noise destroys the localization, a phenomenon known as environment-assisted quantum transport. Section IV D
further explores experiments studying trapped ion spin dynamics under the influence of time-varying Hamiltonians.

The slow growth of entanglement entropy (S) has long been understood as a distinguishing feature of localization [193].
A short range interacting MBL state should exhibit a slower entanglement growth rate than interacting quantum states with-
out disorder, where entanglement spreads ballistically. The dynamics of the entanglement entropy are also quite different for
non-interacting Anderson localized systems, where the entanglement saturates at short times once the system’s dynamics have
reached the localization length [189]. In a trapped ion quantum simulator with algebraically decaying interactions the entangle-
ment entropy of an MBL state should also grow algebraically, S ∼ tq , but with q < 1 the dynamics are still distinct from those
of non-localized or Anderson localized systems [209].

It is generally difficult to measure entanglement entropy in quantum simulators due to the exponential system-size scaling of
the number of measurements required for full state tomography. In [196] the observed slow growth in quantum-fisher information
(QFI) is used as a proxy for half-chain entanglement entropy, motivated by a similar scaling with disorder and interaction strength
as observed in numerical simulations. A more direct measurement is made in [197], where they develop a technique to probe
the second-order half-chain Rényi entanglement entropy in their 10 ion quantum simulator (S(2)(ρ[1→5])) using randomized
measurements. They find the entanglement growth to be significantly suppressed in the presence of strong disorder, in good
agreement with numerical predictions (Figure 23f).

Many-body localization is a unique case in which a closed quantum system remains non-ergodic and localized even up to
infinite times. The trapped ion quantum simulations of [196, 197] are limited by finite experimental coherence times to only
one decade in J0t. This makes it difficult for these experiments to quantify how long-lived the magnetization or slow the
entanglement growth might be. Fortunately, other experiments that have studied MBL using cold neutral atoms can achieve
several orders of magnitude longer evolution time relative to their interaction timescale. For example, MBL can be realized
using cold fermions in quasi-random 1D optical lattices [190, 210–212], verifying MBL-like behavior in a variety of Hubbard
Hamiltonians. This system has also been used to confirm the breakdown of MBL in open quantum systems [213, 214]. Moreover,
experiments have started to probe whether MBL can exist in systems with dimensionality> 1 [191, 215, 216], where the stability
of MBL is still an open question [217]. Other experimental platform have used novel metrics to probe many-body localization,
including many-body spectroscopy [218], measuring out-of-time order correlators [219], and performing full state tomography
to compute entanglement entropy [220].
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C. Prethermalization

Hamiltonians that support MBL are believed to be non-ergodic, even after evolution times exponentially long in system size
[188]. There are also systems that are non-ergodic for a shorter amount of time (but often still much longer than the coherence
time of typical quantum simulation experiments) before eventually thermalizing. Usually, these systems are not disordered and
can be described by models of weakly interacting (quasi-)particles, such as 1D Bose gases [221–223]. The generic behavior of
such a system is called prethermalization, meaning that the system relaxes to a quasi-stationary state different from thermal state
before thermalizing eventually. The prethermal quasi-stationary state is usually believed to be described by a generalized Gibbs
ensemble (GGE) [224] that corresponds to the model of quasi-particles without the weak interactions. Such state will have a
partial memory of the initial state, because the quasi-particle occupation numbers are conserved if interactions are ignored. At
sufficiently long time, the weak interactions are expected to break integrability of system and lead to thermalization in the end.
This picture of prethermalization has been well studied both in theory [225–227] and experiment [222, 223].

In a programmable ion-trap quantum simulator, due to long-range spin interactions, new types of prethermalization can occur
with prethermal states not described by a standard GGE. An example study was first proposed theoretically [228] and later
demonstrated experimentally [229]. The central idea is that with sufficiently long ranged interactions, a non-disordered and
homogenous system can have a strong emergent inhomogeneity due to the open boundary condition of an experimental spin
chain. This emergent inhomogeneity can lead to trapping of quasi-particles before the system relaxes to GGE. As both kinetic
energy and weak interactions can delocalize trapped quasi-particles, the dynamics of the system can reveal a rich interplay
between quantum tunneling and interaction effects, leading to new types of relaxation beyond conventional prethermalization.

The model under study in Refs. [228, 229] is the same transverse field Ising model described by Eq. (15). With long-
range interactions, HTI is generally nonintegrable (in contrast to the nearest-neighbor case where the 1D model is integrable
through a Jordan-Wigner transformation [60]), and thermalization is anticipated in the long-time limit according to the eigenstate
thermalization hypothesis [206]. To better understand the dynamics of H , we can map each spin excitation along the z direction
into a bosonic particle to turn Eq. (15) into a bosonic model with two parts: An integrable part made from noninteracting
spin-wave bosons that can be used to construct a GGE, and an integrability-breaking part consisting of interactions among the
spin-wave bosons, which is responsible for the thermalization [229]. When the initial state has a low spin/ bosonic excitation
density and the magnetic field is much larger than the average Jij , the bosonic excitation density will remain low during the
dynamics and the interactions among the bosons will stay weak.

The experiment in Ref. [229] begins by preparing a single spin excitation on either edge of a 7-ion chain |ψR〉 = |↓↓↓↓↓↓↑〉z
or |ψL〉 = |↑↓↓↓↓↓↓〉z . The spins then evolve under Eq. (15) and the time evolution of the spin projection in the z-basis is
measured. The magnetic field B is at least an order of magnitude larger than J0 in the experiment so the number of spin
excitations along the z direction is approximately conserved in the short time dynamics where the system can be regarded as a
single spin excitation. But in the long time dynamics, multiple spin excitations will be created and interacting with each other.

To characterize the dynamics of the spin excitations, we introduce a single observable that measures the relative location of
the spin excitation in the chain

C =

N∑
i=1

(
2i−N − 1

N − 1

)(
σzi + 1

2

)
, (30)

where N is the number of ions. The expectation value of C varies between -1 and 1 for a spin excitation on the left and right
ends, respectively. The choice of initial states ensures that the initial value of 〈C〉 is either 1 or −1. Due to the spatial inversion
symmetry of the underlying Hamiltonian in Eq. (15), both the GGE and thermal values of 〈C〉 should be zero.

In Fig. 24(c-d) the value of 〈C〉 along with its cumulative time average 〈C〉 are shown for the two initial states with a single
spin flips on either end of the spin chain. In the short-range interacting case (α = 1.33), where the system rapidly evolves to a
prethermal state predicted by the GGE associated (with 〈C〉 = 0) with the integrals of motion corresponding to the momentum
space distribution of the single particle representing the spin excitation. The memory of the initial spin excitation location is
thus not preserved. However, in the long-range interacting case (α = 0.55), the position of the spin excitation reaches a quasi-
stationary value that retains a memory of the initial state out to the longest experimentally achievable time of 25/Jmax. This
prethermal state is in obvious disagreement with both a thermal state and the GGE prediction, which both maintain the right-left
symmetry of the system.

For evolution time not long enough to generate appreciably more than one spin flips, the dynamics of the Hamiltonian in Eq.
(15) for the initial states are are similar to those of a free-particle in a potential, with the location of the particle representing
that of the single spin excitation. For short-range spin interactions, the shape of the potential is approximately given by a square
well, due to the open boundary condition and no explicit spatial inhomogeneity of the interactions. However, as we increase the
range of spin-spin interactions, the shape of the potential will get distorted from a square well to a double well shaped potential,
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FIG. 24. Prethermalization. (a) An initial spin excitation is prepared on one side of a 7 ion chain subject to open boundary conditions and
long-range XY interactions. As the range increases (α decreases) the excitation is subject to an emergent potential barrier. (b) In the case of
short range interactions, either one or two spin flips delocalize to 〈C〉 ≈ 0, consistent with the GGE. (c) For long-range interactions memory of
initial conditions in preserved in a long-lived perthermal state. In both (b) and (c), the open squared/circles plot 〈C〉 for initial states prepared
on the left/right side of the spin chain, while the filled circles/squares plot the cumulative time average

〈
C
〉

for this data. Adapted from 229.

as shown in Fig. 24(a). For a single particle on a lattice with a double well potential, there will be an extensive number of near-
degenerate eigenstates that are symmetric and antisymmetric superpositions of wavefunctions in the left and right potential wells.
For seven lattice sites, the energy difference between all pairs of energy eigenstates as a function of α is shown in Fig. 24(b),
together with the overlap of eigenstates with the initial state. One sees that with α = 0.55 the two lowest energy states are almost
degenerate, with an energy difference of approximately one-thousand times smaller than Jmax, due to the tunneling rate between
the two double well, which is exponentially small in the barrier height. As a result the spin excitation will remain in its initial
well until it tunnels across the potential barrier at much longer times.

To go beyond the single particle picture above, the experiment in [229] prepares initial states with two spin excitations. In
this case, there will be weak interactions between the two particles that represent the spin excitations, similar to the scenario
for many-body localization [196]. Despite the presence of weak interactions, similar prethermal states were found, as shown in
the bottom panel of Fig. 24(c-d): Relaxation to GGE is found for shorter-range interactions (α = 1.3) while for longer-range
interactions the system clearly does not relax to GGE. Similar results were also found in a chain of 22 ions, as shown in Fig.
25 [229]. The persistence of the same prethermalization observed with more than a single spin excitation is attributed by the
existence of extensive number of nearly degenerate eigenstates for the single particle spectrum in the double well shown in
Fig. 25(a). Thus an extensive number of spin excitations near one end of the chain will still be localized by the double well
before tunneling happens at a later time.

An interesting interplay of single-particle tunneling in the effective double well with particle-particle interactions always
exists for this experiment, as even if one starts with a single spin excitation state, the finite transverse field in Eq. (15) will
create more spin excitations over time. The effect of interactions will thermalize the system, while the effect of tunneling will
bring the system to the GGE. Thus, depending on the range of spin-spin interactions, it is thus possible to either observe the
prethermalization to GGE after the prethermalization caused by the trapping in double well potential, or observe thermalization
directly after the observed prethermalization. Finding out which scenario the system falls in would require a much longer
coherence time for the experiment. While improving the experimental coherence time is challenging, one should be aware that
simulating the long-time dynamics of an non-integrable, long-range interacting spin chain is equally, or even more challenging
on a classical computer.

It should be emphasized that the emergence of an effective double-well potential for the spin excitations is a phenomenon
unique to an open spin chain with strongly long-range interactions. A spin chain with periodic boundary condition and without
spatial inhomogeneity is fully translationally invariant, and translational invariance is not expected to be broken in the long time
behavior of the system. It is counter-intuitive, but true, that changing boundary conditions of a long-range interacting system can
impact its bulk properties significantly. The observed prethermalization is thus a manifestation of the plethora of new physics
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leading to markedly different thermalization/prethermalization time
scales in certain systems (32–34). We believe that the current exper-
iment, as well as the platform it is built upon, will pave the way to a
more complete understanding of the fundamental role long-range
interactions play in the quench dynamics and emergent statistical
physics of quantum many-body systems.

MATERIALS AND METHODS
Effective Hamiltonian generation
We generated spin-spin interactions by applying spin-dependent
optical dipole forces to ions confined in a three-layer linear Paul trap
with a 4.8-MHz radial frequency. Two off-resonant laser beams with
a wave vector difference dk along a principal axis of transverse motion
globally address the ions and drive stimulated Raman transitions. The
two beams contain a pair of beat note frequencies symmetrically de-
tuned from the resonant transition at n0 = 12.642819 GHz by a fre-
quency m, comparable to the transverse motional mode frequencies.
In the Lamb-Dicke regime, this results in the Ising-type Hamiltonian
in Eq. 1 (22, 23, 35) with

Jij ¼ ℏðdkÞ2W2

2M
∑
N

m¼1

Vi;mVj;m

m2 � w2
m

ð3Þ

whereΩ is the global Rabi frequency, ħ is the reduced Planck’s constant,
Vi,m is the normal-mode matrix (36), and wm are the transverse mode
frequencies. The coupling profile may be approximated as a power-law
decay Jij ≈ Jmax/|i − j|a, where, in principle, a can be tuned between 0
and 3 by varying the laser detuning m or the bandwidth of wm (23, 35).
For the seven-ion data in this work, a was tuned to 0.55 (long-range
interactions) and 1.33 (short-range interactions) by changing the
bandwidth of wm. By asymmetrically adjusting the laser beat note
detuning m about the carrier by a value of 2B, we apply a uniform
effective transverse magnetic field of Bszi (37).

Single spin flip initialization and site-resolved detection
We initialized individual spin excitations using a tightly focused laser
beam to imprint a fourth-order ac Stark shift (29) in conjunction with
a Ramsey or Rabi sequence. When the ion spacing is larger than the
beamwaist of the individual-ion addressing laser as is the case for the
seven-ion short-range data, we used a Ramsey method. This consists of
first optically pumping the spins to | ↓ 〉z. Then, we globally performed a
p/2 rotation so that all of the spins are in | ↓ 〉x. Using the individual-
ion addressing beam, we applied a Stark shift to the spins to be flipped,
and then we allowed the chain to evolve until these spins are p out of
phase compared to the spinswithout an applied Stark shift. Afterward, a
global p/2 rotation brings the spins back into the z-basis. With this
method, individual spin flips can be prepared with a fidelity of ~0.97,
whereas N spin flips can be achieved with a fidelity of ~(0.97)N.

We used the Rabi method for the long-range interacting data be-
cause site-resolved Stark shifts can no longer be applied as the ion sep-
aration is smaller than the beam waist. Here, we applied a large Stark
shift to all of the spins, except the ones to be flipped, and a global p pulse
at the hyperfine splitting between the two effective spin levels. Thus, only
the ions without an applied Stark shift were flipped. This approach has a
single and N spin flip fidelity of ~0.85 and ~(0.85)N, respectively.

After quenching to and allowing time evolution under our spin
Hamiltonian, we measured the spin projections of each ion along the
z direction of the Bloch sphere.We exposed the ions to a laser beam that
addresses the cycling transition 2S1/2 |F = 1〉 to

2P1/2|F = 0〉 for 3ms. Ions
fluoresce only if they are in the state | ↑ 〉z. This fluorescence was col-
lected through anNA (numerical aperture) = 0.23 objective and imaged
using an intensified charge-coupled device (CCD) camera with single-
site resolution.

To discriminate between “bright” and “dark” states (| ↑ 〉z and | ↓ 〉z,
respectively), we begin by calibrating the camera with 1000 cycles each
of all-bright and all-dark states. For the bright states, the projection of
the 2D CCD image onto a 1D row gives a profile composed of Gaussian
distributions at each ion location. We performed fits to locate the center
and fluorescence width of each ion.

We achieved single-shot discrimination of individual ion states in
the experimental data by fitting the captured 1D profile to a series of
Gaussian distributions with calibrated widths and positions but freely
varying amplitudes. These extracted values for each ion were then
compared with a threshold found via Monte Carlo simulation to de-
termine whether the measured state was bright or dark. Our discrimina-
tion protocol also gives an estimate of the detection error (for example,
misdiagnosing a bright ion as dark), which is typically of order ~5%.
Corrected state probabilities (along with their respective errors) were
found following the method outlined by Shen and Duan (38), which
also takes into account errors due to quantum projection noise.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/3/8/e1700672/DC1
Experimental noise sources and their influence on the thermalization dynamics
Measuring the spin-spin coupling matrix
Justification for postselection
The spin-boson mapping and the GGE
Single-particle properties of H0

Discussion
fig. S1. We directly measure the spin-spin coupling matrix with seven ions for both short-range
(left matrix) and long-range (right matrix) interactions and see if it is symmetric.
fig. S2. Numerical calculation to illustrate the origin of the double-well potential.
Reference (39)
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Fig. 4. Scaling to larger system size. Time evolution (light blue) and cumulative
time average (orange) of 〈C〉 with false color images of the 22-ion chain, where
the brightness of each ion is determined by the value of 〈sz

i 〉. The ions fluoresce
during detection when in the | ↑ 〉z state (top image). We initialize the spins with a
single spin excitation on the left end (middle image). After evolving for 36 Jmax,
the spin excitation is delocalized, but its average position remains on the left
half of the chain (bottom image). Effective range of the interaction is a ≈ 0.9.
Error bars, 1 SD.
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FIG. 25. Time evolution (light blue) and cumulative time average (orange) of the averaged center of excitation 〈C〉 in a 22-ion chain. The
ion spins are initialized with a single spin excitation on the left end (middle image). After evolving in the XY spin Hamiltonian for time
t = 36/J0, where J0 is the nearest-neighbor coupling, the spin excitation is delocalized, but its average position remains stuck on the left half
of the chain (bottom image), the signature of prethermalization. Effective range of the interaction is α ≈ 0.9. Adapted from 229.

programmable quantum simulators can achieve, i.e. going beyond paradigms in models that exist in a standard, condensed
matter scenario, as also demonstrated by other experiments mentioned in Sec.IV.

D. Stroboscopic Dynamics and Floquet Phases of Matter

In section IV B, we focused on static (time-independent) Hamiltonians whose non-equilibrium nature arises from the presence
of quenched disorder leading to many-body localization; such localization prevents the system’s internal dynamics from thermal-
izing and leads to certain memory of local initial conditions [188, 189]. An alternate setting for exploring non-equilibrium phases
is to begin with a time-dependent Hamiltonian whose equations of motion are intrinsically dynamical. Recently, a tremendous
amount of theoretical and experimental work has been devoted to exploring the mildest case of such time-dependence, where
the system is governed by a periodic Hamiltonian where H(t + T ) = H(t); such Floquet systems [231–233] are particularly
ideal from the perspective of quantum simulation [234]. In the case of trapped ions, as we have previously discussed in section
II, there exists a natural capability to stroboscopically apply different microscopic Hamiltonians, making this platform an ideal
Floquet quantum simulator. In this subsection, we will focus on two specific examples where a programmable ion simulator was
operated in this modality.

First, we will describe the implementation of a novel class of measurements termed out-of-time-ordered correlation functions
(OTOCs) [235, 236]. Such correlators have recently been proposed as powerful diagnostics of quantum chaos and their dynami-
cal behavior remains the subject of intense interest [237, 238]; indeed, the possibility of defining a quantum Lyapunov exponent
based on the exponential growth of OTOCs in certain systems has led to a conjectured bound on the rate of thermalization
in many-body quantum systems [236]. The functional form of the OTOC is quite different from conventional autocorrelation
functions, F (τ) = W †(τ)V (0)W †(τ)V (0), and requires an intermediate step of time-reversal. This represents the major chal-
lenge from an experimental implementation perspective [230, 239]. In the case of ions, it is possible to skirt this challenge by
leveraging the ability to stroboscopically apply (in certain cases) both the Hamiltonian and its negative counterpart. This was ex-
perimentally demonstrated in [230] by using a two-dimensional array of laser-cooled 9Be+ ions in a Penning trap. The effective
spin degree of freedom corresponds to the valence electron spin states of the berylium ion. Strong Ising interactions between
these spins are engineered through a time-dependent optical dipole force, which couples the spins to the axial motional modes
of the ion crystal. Integrating out the motional modes leads to an all-to-all coupled spin Hamiltonian, H = (J/N)

∑
i<j σ

z
i σ

z
j ,

where J characterizes the interaction strength and N is the number of ions. While such an all-to-all interacting Ising model
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(a)

(b)
(c)

(d)

FIG. 26. Out-of-time-order-correlators (OTOC) in a 2D ion simulator. (a) Schematic depicting a Penning trap cross-section. Ions (blue circles)
are confined axially to a single 2D plane with static electric fields from potentials on the electrodes (gold). Rotation of the ions in the axial
magnetic field B produces radial confinement from the Lorentz force. A pair of detuned optical dipole force beams (green) interfere and form
a travelling wave optical lattice, producing spin-dependent center-of-mass mode excitations that couple the spins to the axial phonon mode.
(b) Image of 2D array of 9Be+ ions. (c) Demonstration of the ability to tune the interactions by using the detuning of the optical dipole force
beam. A +δ detuning gives rise to an anti-ferromagnetic interaction, while a −δ detuning gives rise to a ferromagnetic interaction. (d) Shows
the experimental sequence used to measure an out-of-time-ordered correlation function. Adapted from 230.

does not represent an ideal candidate from a quantum chaos perspective, it does represent an ideal specimen from an OTOC
perspective, because the negative Hamiltonian can be applied by simply changing the sign of the interaction strength J . This is
accomplished in the experiment by changing the sign of the detuning, δ, between the optical dipole force and the the collective
center-of-mass axial mode. Since the interaction strength scales as J ∼ 1/δ this naturally allows for the precise implementation
of −H , which mimics time-reversal dynamics. With the ability to stroboscopically apply both H and −H , a specific OTOC can
then be measured by imaging the average magnetization of the system [230].

In the previous discussion, the stroboscopic application of H and −H allowed the measurement of an out-of-time-ordered
correlation function. Repeating this process of stroboscopically applying different Hamiltonian evolutions naturally leads to the
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Observation of a discrete time crystal
J. Zhang1, P. W. Hess1, A. Kyprianidis1, P. Becker1, A. Lee1, J. Smith1, G. Pagano1, I.-D. Potirniche2, A. C. Potter3, A. Vishwanath2,4, 
N. Y. Yao2 & C. Monroe1,5

Spontaneous symmetry breaking is a fundamental concept in 
many areas of physics, including cosmology, particle physics 
and condensed matter1. An example is the breaking of spatial 
translational symmetry, which underlies the formation of crystals 
and the phase transition from liquid to solid. Using the analogy of 
crystals in space, the breaking of translational symmetry in time and 
the emergence of a ‘time crystal’ was recently proposed2,3, but was 
later shown to be forbidden in thermal equilibrium4–6. However, 
non-equilibrium Floquet systems, which are subject to a periodic 
drive, can exhibit persistent time correlations at an emergent 
subharmonic frequency7–10. This new phase of matter has been 
dubbed a ‘discrete time crystal’10. Here we present the experimental 
observation of a discrete time crystal, in an interacting spin chain 
of trapped atomic ions. We apply a periodic Hamiltonian to the 
system under many-body localization conditions, and observe 
a subharmonic temporal response that is robust to external 
perturbations. The observation of such a time crystal opens the door 
to the study of systems with long-range spatio-temporal correlations 
and novel phases of matter that emerge under intrinsically non-
equilibrium conditions7.

For any symmetry in a Hamiltonian system, its spontaneous breaking 
in the ground state leads to a phase transition11. The broken symmetry 
itself can assume many different forms. For example, the breaking of 
spin-rotational symmetry leads to a phase transition from paramag-
netism to ferromagnetism when the temperature is brought below the 
Curie point. The breaking of spatial symmetry leads to the formation 
of crystals, where the continuous translational symmetry of space is 
replaced by a discrete one.

We now pose an analogous question: can the translational  symmetry 
of time be broken? The proposal of such a ‘time crystal’2 for time- 
independent Hamiltonians has led to much discussion12, with the 
conclusion that such structures cannot exist in the ground state or 
any thermal equilibrium state of a quantum mechanical system4–6.  
A simple intuitive explanation is that quantum equilibrium states have 
time-independent observables by construction; thus, time transla-
tional symmetry can only be spontaneously broken in non-equilibrium 
 systems7–10. In particular, the dynamics of periodically driven Floquet 
systems possesses a discrete time translational symmetry governed by 
the drive period. This symmetry can be further broken into ‘super- 
lattice’ structures where physical observables exhibit a period larger 
than that of the drive13. Such a response is analogous to commensurate 
charge density waves that break the discrete translational symmetry 
of their underlying lattice1. The robust subharmonic synchronization 
of the many-body Floquet system is the essence of the discrete time 
crystal (DTC) phase7–10. In a DTC, the underlying Floquet drive should 
 generally be accompanied by strong disorder, leading to many-body 
localization14 and thereby preventing the quantum system from absorb-
ing the drive energy and heating to infinite temperatures15–17. We note 
that under certain conditions, time crystal dynamics can persist for 
rather long times even in the absence of localization before ultimately 
being destroyed by thermalization18.

Here we report the direct observation of discrete time translational 
symmetry breaking and DTC formation in a spin chain of trapped 
atomic ions, under the influence of a periodic Floquet many-body 
localization (MBL) Hamiltonian. We experimentally implement a 
quantum many-body Hamiltonian with long-range Ising interac-
tions and disordered local effective fields, using optical control tech-
niques19,20. Following the evolution through many Floquet periods, we 
measure the temporal correlations of the spin magnetization dynamics.

A DTC requires the ability to control the interplay between three key 
ingredients: strong drive, interactions and disorder. These are reflected 
in the applied Floquet Hamiltonian H, consisting of the following three 
successive pieces with overall period T =  t1 +  t2 +  t3 (see Fig. 1) (ħ =  1):

∑
∑
∑

ε σ

σ σ

σ

=

⎧

⎨

⎪⎪⎪⎪

⎩
⎪⎪⎪⎪⎪

= −

=

=

H
H g t
H J t
H D t

(1 ) time
time
time

(1)
i i

y

i ij i
x

j
x

i i i
x

1 1

2 2

3 3

Here, σγi  (γ =  x, y, z) is the Pauli matrix acting on the ith spin, g is the 
Rabi frequency with small perturbation ε, 2gt1 =  π , Jij is the coupling 
strength between spins i and j, and Di is a site-dependent disordered 
potential sampled from a uniform random distribution with  
Di ∈  [0, W].

To implement the Floquet Hamiltonian, each of the effective spin-1/2 
particles in the chain is encoded in the = = 〉/ F mS 0, 0F

2
1 2  and 

= = 〉F m1, 0F  hyperfine ‘clock’ states of a 171Yb+ ion, denoted ↓〉z and 
↑〉z and separated by 12.642831 GHz (F and mF denote the hyperfine 
and Zeeman quantum numbers, respectively). We store a chain of  

1Joint Quantum Institute, University of Maryland Department of Physics and National Institute of Standards and Technology, College Park, Maryland 20742, USA. 2Department of Physics, 
University of California Berkeley, Berkeley, California 94720, USA. 3Department of Physics, University of Texas at Austin, Austin, Texas 78712, USA. 4Department of Physics, Harvard University, 
Cambridge, Massachusetts 02138, USA. 5IonQ, Inc., College Park, Maryland 20742, USA.
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Figure 1 | Floquet evolution of a spin chain. Three Hamiltonians are 
applied sequentially in time: a global spin rotation of nearly π  (H1), long-
range Ising interactions (H2), and strong disorder (H3) (left). The system 
evolves for 100 Floquet periods of this sequence (right). On the left, circles 
with arrows denote spins (that is, ions 1 to 10), where the red colour 
denotes initial magnetization. Curved coloured lines between spins denote 
the spin–spin interactions, and the black trace illustrates the applied 
disorder.
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track the perturbation ε. This results in coherent beats and a splitting 
in the Fourier spectrum by 2ε (Fig. 2a). When we add disorder −e iH t3 3 
to the Floquet period, the single spins precess at different Larmor rates 
(Fig. 2e) and dephase with respect to each other (Fig. 2b). Only on 
adding Ising interactions −e iH t2 2, and hence many-body correlations, 
the spin synchronization is restored (Fig. 2c, f).

The key result is that with all of these elements, the temporal 
response is locked to twice the Floquet period, even in the face of 
perturbations to the drive in H1. This can be seen clearly as the split 
Fourier peaks from Fig. 2b merge into a single peak in Fig. 2c. This 
represents the ‘rigidity’ of the DTC10, which persists under moderate 
perturbation strengths. However, for large ε, the DTC phase disappears, 
as evinced by the decay of the subharmonic temporal correlations and 
the  suppression of the central peak heights, as shown in Fig. 2d. In the 
thermodynamic limit, these perturbations induce a phase transition 
from a DTC to a symmetry unbroken MBL phase7–10, which is rounded 
into a crossover in finite size systems.

The phase boundary is defined by the competition between the 
drive perturbation ε and strength of the interactions J0. We probe this 
boundary by measuring the variance of the subharmonic spectral peak 
height, computed over the 10 sites and averaged over 10 instances of 
disorder. Figure 3a shows the variances as a function of the perturba-
tion ε, for four different interaction strengths. As we increase ε, the 
variance growth distinctively captures the onset of the transition, with 
increased fluctuations signalling the crossing of the phase boundary. 
When the perturbations are too large, the crystal ‘melts’. The highest 
variances correspond to the crossover points. Figure 3b shows the fitted 
maxima of the variance curve, on top of numerically computed phase 
boundaries with experimental parameters (see Methods for the fitting 

procedure). The measurements are in agreement with the expected 
DTC to time crystal ‘melting’ boundary, which displays approximately 
linear dependence on the perturbation strength in the limit of small 
interactions10.

Figure 4 illustrates the amplitude of the subharmonic peak as a 
 function of ε, for the four different applied interaction strengths. In the 
presence of spin–spin interactions, the peak height falls off slowly with 
increasing ε. This slope is steeper as we turn down the interaction 
strength, in agreement with the trend of numerical simulations (Fig. 4 
inset). This is characteristic of the higher susceptibility to perturbations. 
This subharmonic peak height observable is expected to scale in a 
 similar way as the mutual information10, and can serve as an order 
parameter. This connection also provides insight into the Floquet 
many-body quantum dynamics, in particular the correlations or entan-
glement underlying the DTC phase. Indeed, the eigenstates of the entire 
Floquet unitary are expected to resemble GHZ (Greenberger–Horne–
Zeilinger) or spin-‘Schrödinger Cat’ states8. The initial product state in 
the experiment can be written as a superposition of two cat states: 

φ φ↓↓…↓〉 = 〉+ 〉+ −( )x
1
2

, where φ 〉= ↓↓…↓〉 ± ↑↑…↑〉± ( )x x
1
2

. 
These two states evolve at different rates corresponding to their respec-
tive quasi-energies, giving rise to the subharmonic periodic oscillations 
of physical observables. Such oscillations are expected to persist at 
increasingly long times as the system size increases7,8,10.

In summary, we present the experimental observation of discrete 
time translational symmetry breaking into a DTC. We measure 
 persistent oscillations and synchronizations of interacting spins in 
a chain and show that the discrete time crystal is rigid, or robust to 
perturbations in the drive. Our Floquet-MBL system with long-range 
interactions provides an ideal testbed for out-of-equilibrium quantum 
dynamics and the study of novel phases of matter that exist only in a 
Floquet setting7–10,25–28. Such phases can also exhibit topological order 
and can be used for various quantum information tasks, such as imple-
menting a robust quantum memory26,29,30.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 3 | Variance of the subharmonic peak amplitude as a signature 
of the DTC transition. a, Variances of the central peak height, computed 
over the 10 sites and averaged over 10 instances of disorder, for four 
different strengths of the long-range interaction term J0. The crossover 
from a symmetry unbroken state to a DTC is observed as a peak in 
the measured variance of the subharmonic system response. Dashed 
lines, numerical results, scaled vertically to fit the experimental data 
(see Methods for detailed analysis procedures and possible sources of 
decoherence). Experimental error bars, s.e.m.; a.u., arbitrary units.  
b, Crossover determined by a fit to the variance peak location (filled 
circles). Dashed line, numerically determined phase boundary with 
experimental long-range coupling parameters10. Grey shaded region 
indicates 90% confidence level of the DTC to symmetry unbroken phase 
boundary. Interaction strengths are normalized to be unitless, referencing 
to the fixed disorder accumulated phase π  (ref. 10).
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Figure 4 | Subharmonic peak height as a function of the drive 
perturbation. Main panel, the central subharmonic peak height in the 
Fourier spectrum as a function of the perturbation ε, averaged over the 
10 sites and 10 disorder instances, for four different interaction strengths 
(see key at top). Solid lines are guides to the eye. The height decreases 
across the phase boundary and eventually diminishes as the single peak 
is split into two. Error bars, ±1 s.d. Inset, numerical simulations given 
experimental parameters.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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track the perturbation ε. This results in coherent beats and a splitting 
in the Fourier spectrum by 2ε (Fig. 2a). When we add disorder −e iH t3 3 
to the Floquet period, the single spins precess at different Larmor rates 
(Fig. 2e) and dephase with respect to each other (Fig. 2b). Only on 
adding Ising interactions −e iH t2 2, and hence many-body correlations, 
the spin synchronization is restored (Fig. 2c, f).

The key result is that with all of these elements, the temporal 
response is locked to twice the Floquet period, even in the face of 
perturbations to the drive in H1. This can be seen clearly as the split 
Fourier peaks from Fig. 2b merge into a single peak in Fig. 2c. This 
represents the ‘rigidity’ of the DTC10, which persists under moderate 
perturbation strengths. However, for large ε, the DTC phase disappears, 
as evinced by the decay of the subharmonic temporal correlations and 
the  suppression of the central peak heights, as shown in Fig. 2d. In the 
thermodynamic limit, these perturbations induce a phase transition 
from a DTC to a symmetry unbroken MBL phase7–10, which is rounded 
into a crossover in finite size systems.

The phase boundary is defined by the competition between the 
drive perturbation ε and strength of the interactions J0. We probe this 
boundary by measuring the variance of the subharmonic spectral peak 
height, computed over the 10 sites and averaged over 10 instances of 
disorder. Figure 3a shows the variances as a function of the perturba-
tion ε, for four different interaction strengths. As we increase ε, the 
variance growth distinctively captures the onset of the transition, with 
increased fluctuations signalling the crossing of the phase boundary. 
When the perturbations are too large, the crystal ‘melts’. The highest 
variances correspond to the crossover points. Figure 3b shows the fitted 
maxima of the variance curve, on top of numerically computed phase 
boundaries with experimental parameters (see Methods for the fitting 

procedure). The measurements are in agreement with the expected 
DTC to time crystal ‘melting’ boundary, which displays approximately 
linear dependence on the perturbation strength in the limit of small 
interactions10.

Figure 4 illustrates the amplitude of the subharmonic peak as a 
 function of ε, for the four different applied interaction strengths. In the 
presence of spin–spin interactions, the peak height falls off slowly with 
increasing ε. This slope is steeper as we turn down the interaction 
strength, in agreement with the trend of numerical simulations (Fig. 4 
inset). This is characteristic of the higher susceptibility to perturbations. 
This subharmonic peak height observable is expected to scale in a 
 similar way as the mutual information10, and can serve as an order 
parameter. This connection also provides insight into the Floquet 
many-body quantum dynamics, in particular the correlations or entan-
glement underlying the DTC phase. Indeed, the eigenstates of the entire 
Floquet unitary are expected to resemble GHZ (Greenberger–Horne–
Zeilinger) or spin-‘Schrödinger Cat’ states8. The initial product state in 
the experiment can be written as a superposition of two cat states: 

φ φ↓↓…↓〉 = 〉+ 〉+ −( )x
1
2

, where φ 〉= ↓↓…↓〉 ± ↑↑…↑〉± ( )x x
1
2

. 
These two states evolve at different rates corresponding to their respec-
tive quasi-energies, giving rise to the subharmonic periodic oscillations 
of physical observables. Such oscillations are expected to persist at 
increasingly long times as the system size increases7,8,10.

In summary, we present the experimental observation of discrete 
time translational symmetry breaking into a DTC. We measure 
 persistent oscillations and synchronizations of interacting spins in 
a chain and show that the discrete time crystal is rigid, or robust to 
perturbations in the drive. Our Floquet-MBL system with long-range 
interactions provides an ideal testbed for out-of-equilibrium quantum 
dynamics and the study of novel phases of matter that exist only in a 
Floquet setting7–10,25–28. Such phases can also exhibit topological order 
and can be used for various quantum information tasks, such as imple-
menting a robust quantum memory26,29,30.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 3 | Variance of the subharmonic peak amplitude as a signature 
of the DTC transition. a, Variances of the central peak height, computed 
over the 10 sites and averaged over 10 instances of disorder, for four 
different strengths of the long-range interaction term J0. The crossover 
from a symmetry unbroken state to a DTC is observed as a peak in 
the measured variance of the subharmonic system response. Dashed 
lines, numerical results, scaled vertically to fit the experimental data 
(see Methods for detailed analysis procedures and possible sources of 
decoherence). Experimental error bars, s.e.m.; a.u., arbitrary units.  
b, Crossover determined by a fit to the variance peak location (filled 
circles). Dashed line, numerically determined phase boundary with 
experimental long-range coupling parameters10. Grey shaded region 
indicates 90% confidence level of the DTC to symmetry unbroken phase 
boundary. Interaction strengths are normalized to be unitless, referencing 
to the fixed disorder accumulated phase π  (ref. 10).

0.00 0.02 0.04 0.06 0.08 0.10 0.12

0.00

0.02

0.04

0.06

0.08

P
ea

k 
he

ig
ht

 (a
.u

.)

Perturbation, H

 0.072 0.0120.0240.048

H
0.00 0.04 0.08 0.12

0.00

0.02

0.04

0.06

0.08

0.10

P
ea

k 
he

ig
ht Numerical

simulations

2J0 t2 =
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perturbation. Main panel, the central subharmonic peak height in the 
Fourier spectrum as a function of the perturbation ε, averaged over the 
10 sites and 10 disorder instances, for four different interaction strengths 
(see key at top). Solid lines are guides to the eye. The height decreases 
across the phase boundary and eventually diminishes as the single peak 
is split into two. Error bars, ±1 s.d. Inset, numerical simulations given 
experimental parameters.
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FIG. 27. Floquet quantum simulation of a DTC. (a) Schematic depiction of the Floquet evolution of a trapped ion spin chain. Three Hamilto-
nians are applied sequentially in time: a global spin rotation, long-range Ising interactions (generated as per the description in section II), and
disorder. (b) The system evolves for ∼ 100 Floquet periods during which the magnetization of each ion is tracked. Following this evolution,
the Fourier spectrum of each ion’s evolution is computed. In the absence of interactions, small imperfections in the global rotation pulse lead
to dynamics which do not exhibit any sub-harmonic features. (c) In the presence of interactions, a robust Fourier peak is observed at half
the driving frequency, signaling the discrete breaking of time translation symmetry. (d) For stronger interactions, the DTC can tolerate larger
imperfections to the global rotation pulse, leading to a qualitative phase diagram. Adapted from 240.

quantum simulation of Floquet systems [232, 233, 241]. In general, such time-periodic manipulations have long been used for
controlling quantum systems including NMR qubits and atomic ensembles [242, 243]. However, recent explorations of Floquet
systems have stumbled upon an intriguing question beyond the landscape of quantum control; in particular, can Floquet systems
host intrinsically new phases of matter that do not have any equilibrium equivalent [244, 245]?

In the single-particle case, the question has been affirmitavely answered with the discovery of a host of novel band structures
that can only exist in the presence of periodic driving [246–250]. The many-body case is more subtle. On the one hand, one might
naturally suspect that new phenomena can in principle arise when the driving frequency is of order the intrinsic energy scales of
the system; indeed, this limit is far from the Suzuki-Trotter limit where to first order, the effective Hamiltonian describing the
Floquet system is simply a sum of its stroboscopic components. On the other hand, one generically expects a driven many-body
system to absorb energy from the driving field and ultimately to heat up to infinite temperature [232, 251]. Crucially, a number
of recent theoretical advances have demonstrated that it is possible to avoid such an infinite temperature fate. One general
scheme to prevent Floquet heating is to utilize many-body localization as discussed in section IV B. In principle, a Floquet
MBL system [252, 253] can exhibit stable dynamical phases of matter for infinitely long times [254–256]. Interestingly, recent
studies suggest an alternative disorder-free approach can also be used to combat Floquet heating, albeit not to infinitely late
times. In particular, for large enough driving frequencies, the system can enter a regime of Floquet-prethermalization [233, 257],
where exotic non-equilibrium phases can be observed for exponentially long time-scales [258–260]. The underlying essence of
Floquet-prethermalization is analogous to the discussions of prethermalization in section IV C. The key difference is that here
the lifetime of the quasi-stationary state in the Floquet context is controlled by the driving frequency.

We now turn to recent experiments which demonstrated a Floquet quantum simulation using a one dimensional trapped ion
spin chain. In these experiments, a combination of high-precision spatial and temporal control allowed for the implementation of
three distinct types of time evolution: 1) global spin rotations, 2) long-range Ising interactions, and 3) disordered on-site fields.
The stroboscopic combination of these evolutions is the basis for realizing a discrete time crystal (DTC) [245, 254, 255, 261,
262], where a system exhibits a spontaneous breaking of the time-translation symmetry generated by the Floquet evolution. The
characteristic signature of a DTC, which was observed in chains of up toL = 14 ions, is the robust synchronization of oscillations
at sub-harmonic frequencies compared to that of the drive. Within the decoherence time-scale of the experiments, the observed
signatures of DTC order are independent of the initial state. Crucially, the robustness of the sub-harmonic oscillations depends
on the presence of strong interactions in the system; in the absence of interactions, small perturbation immediately destroy
signatures of a time crystal.

In addition to implementations in trapped ion systems, a number of other experimental platforms have also observed sig-
natures of time crystalline order [263, 264]. Here, we note a particular set of experiments performed using ensembles of
nitrogen-vacancy (NV) color centers in diamonds [263]. We emphasize this particular platform because it shares a number of
similar features with the trapped ion system (i.e. long range interactions and disorder), but also has a number of crucial differ-
ences (i.e. three dimensional system with time-dependent disorder). Interestingly, both platforms exhibit similar signatures of
interaction stabilized time-translation symmetry breaking. To this end, such cross-platform verifications are especially valuable
once controlled quantum simulators reach a regime where classical computers cannot calculate [265]. In this regard, comparing
the results from analog quantum simulators to those from digital quantum computers would also be helpful in cross-checking
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which coincides with Λ for large N, and which we use in
our further discussions of the DQPTs.
In Fig. 2(a), we report our first main result, the direct

observation of a DQPT through nonanalyticities in the rate
function λ. Let us emphasize that the observed DQPTs in λ
are neither artificially caused by our definition of PðtÞ nor
by the resulting minimum construction. The definition
PðtÞ ¼ P⇒ðtÞ þ P⇐ðtÞ is physically motivated [22,31]
by allowing us to connect the DQPTs to other physical
quantities, as we demonstrate also below. The rate function
λ, on the other hand, provides a tool to quantitatively extract
the DQPTalready for small systems, resulting in very weak
residual finite-size corrections [24], such that we can focus
in the following on a single system size. Without the
minimum construction the DQPT has to be determined via

the sharpening of the finite-size crossover for increasing
system size, which is much more intricate [24]. While in the
following we concentrate our discussion mainly on the first
DQPT, let us emphasize that also the subsequent DQPTs
are of the same nature, possibly with the role of P⇒ðtÞ and
P⇐ðtÞ exchanged.
To study the robustness of DQPTs against deformations

of the Hamiltonian, we extract the first critical time tc from
λðtÞ as a function of the coupling strength J ¼ ðN − 1Þ−1P

i>jJij; see Fig. 2(b). We find that the temporal nonana-
lytic behavior is stable over a broad range of J=B and for
different α. For J=B ≪ 1, the critical time τc − π=4 ∝
ðJ=BÞ2 exhibits a quadratic dependence on J=B yielding
τc ¼ π=4 for J ¼ 0 where the dynamics becomes equiv-
alent to Larmor precession of N independent spins. While
DQPTs also appear in this apparently simple case, it is
important to emphasize that J ¼ 0 represents a singular
point in the dynamics due to the absence of nonlocal
quantum fluctuations as becomes apparent from the entan-
glement dynamics we discuss later on.
We now present measurements that connect DQPTs

to other observables, further corroborating the theory of
DQPT as a key framework for understanding quantum
many-body dynamics. In Figs. 3(a) and 3(b), we compare
λðtÞ and the evolution of the magnetization, MxðtÞ ¼
hMxðtÞi with Mx ¼ N−1P

iσ
x
i . The initial state breaks

the globalZ2 symmetry σxi → −σxi∀i of the HamiltonianH.
The system responds to this symmetry breaking by a
repeated crossover between the Mx > 0 and Mx < 0
sectors, reaching the symmetry-restoring value Mx ¼ 0
at specific times. Comparing with λðtÞ, these are tied to the
critical times of the DQPT, whose essence is the symmetry
restoration in the ground-state manifold.
This connection is tightened by resolving the magneti-

zation Mxðε; tÞ as a function of energy density ε (see
Supplemental Material [24], and Ref. [31]), where ε ¼
E=N and E is the energy measured with the initial
Hamiltonian H0. The measured data are displayed in
Fig. 3(c). The dynamics along ε ¼ 0 (ground-state mani-
fold) is directly understood from the previous discussion. In
large systems, as long as t < tc one has PðtÞ≈P⇒ðtÞ,
yielding Mxðε ¼ 0; t < tcÞ≈1. For t > tc, P⇐ðtÞ takes
over, and Mxðε ¼ 0; tÞ jumps to −1. With increasing
energy densities this sudden change smears out. Its influ-
ence, however, persists up to the system’s mean energy
density ε̄ðtÞ [solid line in Fig. 3(c)], where observables such
as MxðtÞ acquire their dominant contribution [31]. In this
way, as sketched in Fig. 1, an extended region of the
dynamics is controlled by the DQPT, reminiscent of a
quantum critical region at an equilibrium QPT.
As the final result of our work, we now show that DQPTs

in the simulated Ising models also control entanglement
production. In this way, we connect entanglement as an
important concept for the characterization of equilibrium
phases and criticality [32] to DQPTs. In Fig. 4(a), we show

FIG. 2. Observation of dynamical quantum phase transition.
(a) Measured rate function λðτÞ for three different system sizes at
J=B≈0.42, showing a nonanalytical behavior (with τ ¼ tB
being the dimensionless time). Dots are experimental data with
error bars estimated from quantum projection noise; lines are
numerical simulations with experimental parameters. In a lighter
black color we have included data for the subdominant contri-
butions at N ¼ 6. Inset: The transition between the normalized
ground-state probabilities P⇒=P (solid lines) and P⇐=P (dashed
lines) becomes sharper for larger N. (b) The first-order correction
to the critical time τcrit, i.e., the occurrence of the first DQPT, is
linear as a function of ðJ=BÞ2 for small J=B, and approximately
independent of interaction range. Error bars are 1σ confidence
intervals of the fits on log½P⇒;⇐ðτÞ&from which we extract τcrit
(see Supplemental Material [24]). Inset: DQPT for ðJ=BÞ ¼ 0,
0.392, and 0.734 (light blue, dark blue, and black dots). The grey
dashed lines indicate τcrit for ðJ=BÞ ¼ 0.
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the half-chain entropy SðtÞ measured by quantum tomog-
raphy (see Supplemental Material [24]). SðtÞ exhibits its
strongest growth in the vicinity of a DQPT. While these
data are suggestive of entanglement production, SðtÞ is an
entanglement measure only for pure states, which does not
account for the experimentally inevitable mixing caused by
decoherence. Therefore, we additionally measure a mixed-
state entanglement witness, the Kitagawa-Ueda spin-
squeezing parameter ξs [33] (see Supplemental Material
[24]) signaling entanglement whenever ξs < 1. As Fig. 4(b)
shows, ξs presents a behavior qualitatively very similar to
SðtÞ. Related to common spin-squeezing scenarios [34], the
spin squeezing is most effective when the mean spin vector
on the Bloch sphere is perpendicular to the direction of the
spin-spin interaction. Importantly, this occurs whenMx ¼ 0,
which we found above to be inherently tied to DQPTs.
The presence of the DQPT, moreover, offers a more general
interpretation: At exactly tc, the ground-state manifold
enters the equal superposition ðj⇒iþ j⇐iÞ=

ffiffiffi
2

p
, a highly

entangled Greenberger-Horne-Zeilinger (GHZ) state. Just as
for the case ofMx, our data suggest that the influence of this
state stretches to elevated energy densities, and thus DQPTs

control also entanglement production. Numerical simula-
tions show qualitatively no difference for α > 0, suggesting
that these features are independent of the interaction range.
We have presented the first direct observation of

dynamical quantum phase transitions by revealing temporal
nonanalyticities in physical quantities, measured in a
system of trapped ions. We have demonstrated how the
nonanalytic behavior provides a unifying principle of
quantum many-body dynamics, governing the real-time
evolution of other observables such as the magnetization
and entanglement production, similar to the way that
nonanalyticities in the free energy determine the behavior
of other observables in equilibrium phase transitions. While
we have studied a specific model system, our methodology
can be applied in a much more general context, and is
potentially applicable also to other nonequilibrium phe-
nomena such as many-body localization [3,4] or quantum
time crystals [35,36].

This work was supported by the Austrian Science Fund
(FWF) under Grants No. P25354-N20 and No. F4016-N23

FIG. 3. Control of the magnetization dynamics by a DQPT.
DQPTs, indicated by kinks in λðτÞ (a), control the average
magnetization in the x direction, Mx (b). (c) This connection
becomes apparent when resolving the magnetization against
energy density ϵ, with the nonanalyticity at ϵ ¼ 0 radiating out
to ϵ > 0. For details on the measurement of the energy-resolved
magnetization, see Supplemental Material [24]. In (a) and (b),
dots indicate experimental data with errors derived from
quantum projection noise; solid lines denote numerical simu-
lations (J=B¼ 0.5).

FIG. 4. Entanglement production. Dynamics of (a) the half-
chain entropy S and (b) spin squeezing ξ2S for N ¼ 6 spins at
α ≈ 0. For nonzero interactions, both entanglement quantifiers
show a marked increase in the vicinity of the DQPTs, indicated
by dashed lines [J=B¼ 0.223 in (a) and 0.25 in (b)]. (a) Com-
parison of the measured half-chain entropy obtained from
quantum tomography (circles) with the entropies resulting from
solving the Schrödinger equation using our experimental param-
eters, with the ideal input state j⇒i (red line) and a slightly
depolarized input state (blue line). Entropies obtained from
simulating the tomographic reconstruction including projection
noise are slightly higher, as indicated for the mixed initial state by
the shaded area (1σ confidence region). (b) The change in ξ2sðtÞ
signals qualitatively similar entanglement production (red sym-
bols). For J=B¼ 0, no entanglement is created (black symbols).
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FIG. 28. Quantum simulation of DQPT based on nonanalytic response. (a) Measured rate function λ for three different system sizes at
B/J0 ≈ 2.38, with τ = tB being the dimensionless time. The kinks in the evolution become sharper for larger N . In order to take
into account the Z2 degeneracy of the ground state of H0, here the rate function is defined based on the return probability to the ground
state manifold, namely λ(t) = N−1 log(P|ψ0〉 + P|−ψ0〉), where |−ψ0〉 = |↑↑↑ · · · ↑〉x. (b) Comparison between rate function λ(t) and
magnetization evolution Mx(t). The inversion of the magnetization sign corresponds to the nonanalyticity of the rate function λ(t). Solid
lines are exact numerical predictions based on experimental parameters (B/J0 = 2). Adapted from 268.

and assessing validity [266].

E. Dynamical Phase Transitions

Having discussed the simulation of non-equilibrium phases in both disordered and periodically driven trapped ion experiments,
we now turn to the question of understanding phase transitions in such out-of-equilibrium systems. Novel dynamical phases can
emerge after a quantum quench, or unitary time-evolution in a spin system [267, 268]. Out-of-equilibrium systems do not
necessarily behave thermodynamically, so it is a fundamental question how to properly establish analogies and differences
among thermodynamic equilibrium phases and their dynamical counterparts [269, 270], in terms of order parameters [271, 272],
scaling and universality [273], and discrete or continuous symmetry breaking [274–276]. Dynamical phases can be separated
by dynamical quantum phase transitions (DQPT), characterized by non-analytic response of the physical system as a function of
quench parameters. Two types of DQPT signatures have been defined for an interacting spin-1/2 chain [272] governed by the
Hamiltonian:

H =
∑
i,j

Ji,jσ
i
xσ

j
x +B

∑
i

σiz, (31)

both of which have been experimentally observed in a trapped-ion quantum simulator. The first type of DQPT is based on the
formal analogy between the non-analytic behaviour of the return probability to the initial state |ψ0〉 after a quantum quench
under the Hamiltonian H , defined as G(t) = 〈ψ0| e−iHt |ψ0〉, and the partition function of the corresponding equilibrium
system Z = Tr(e−H/kBT ) [277]. It is possible to define the complex counterpart of the thermodynamic free energy density
f = −N−1kBT log(Z) using the rate function λ(t) = −N−1 log[G(t)]. This quantity, in the thermodynamic limit, exhibits
dynamical real-time nonanalyticities that play an analogous role as the non-analytic behaviour of the free energy density of a
thermodynamic system at equilibrium. It is possible to observe experimentally these nonanalyticities in an interacting spin chain
after a quantum quench evolving under the long-range Transverse Field Ising Hamiltonian of Eq. (15).

This type of DQPT has been observed experimentally with a linear chain of trapped 40Ca+ ion spins [268]. The spins are
initialized in the ground state of the field part of the transverse Ising model, namely |ψ0〉 = |↓↓↓ ... ↓〉x, where |↓〉z and |↑〉z
spin states are encoded in the

∣∣S1/2,m
〉

and
∣∣D5/2,m

′〉 atomic states respectively. Then the transverse field Hamiltonian (15)
is suddenly switched on (quenched) with B > J0, with J0 being the average nearest-neighbour spin-spin coupling. As shown in
Fig. 28a, in this regime the rate function λ exhibits pronounced nonanalyticities at the critical times tc. This behaviour can be
related to other observables, such as the global average magnetization Mx = N−1

∑
i σ

x
i . Since the initial state breaks the Z2

symmetry of the Hamiltonian (15), the system restores this symmetry during the evolution at the times where the magnetization
changes sign, which also corresponds to the critical times in the Loschmidt echo observable, as shown in Fig. 28b.

The second type of DQPT has an order parameter defined in terms of long time averaged observables, such as asymptotic
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Further signatures of the DPT are observed by measuring the spa-
tially averaged two-spin correlations

∑ σ σ= 〈 〉C
N
1

i j
i
x

j
x

2 2
,

From the behaviour of the magnetizations described above, we expect 
that C2 →  1 for small !Bz and C2 →  1/2 for large !Bz at long times, because 
the collective spin precesses around the z axis and C2 oscillates between 
1 and 0. In Fig. 3 we show the cumulative time-averaged correlations. 
Near the critical value of !Bz we observe the emergence of a dip in C2, 
which is a direct signature of the DPT. The sharpening of the dip for 
larger system sizes is not strong, which might be due to a logarithmic 
finite-size scaling (see Methods).

For a non-integrable system such as the long-range transverse-field 
Ising model studied here, it might be conjectured that the spins even-
tually reach a thermal distribution30. However, we find that this is true 
only for small !Bz  (Fig. 3a, b). We note that the thermal values of the 
correlator C2 do not exhibit a dip or signatures of a phase transition 
with varying /!B Jz 0 for the system sizes that we are able to model numer-
ically. Interestingly, thermalization appears to break down in this 
quenched system, which we suspect is a consequence of the inherent 
long-range nature of the Ising interactions31.

We further explore many-body dynamical properties of this system 
by investigating higher-order correlations, which are even harder to cal-
culate classically25. Through high-efficiency single-shot state detection 
of all of the spins, we measure the distribution of domain sizes in the 
chain directly as a higher-order correlation observable (see Methods). 
Single-shot images for N =  53 spins are shown in Fig. 4a and are recon-
structed from binary thresholding and image convolution of the fluo-
rescence distribution of the ion chain (see Methods).

The occurrence of long domains of correlated spins in the state | ↑ 〉 x 
(fluorescing spins) signifies the fully polarized initial state, in which 
the correlations are largely preserved by the interactions. With an 
increasing transverse field, the absence of spin ordering is reflected by 
exponentially small probabilities of observing long strings. We plot the 
domain length statistics at late times in Fig. 4a (see Methods) for three 
transverse field strengths, / = . . .!B J (0 1, 1 0, 1 6)z 0 . The dashed lines in 
Fig. 4a are fits to exponentials on the histogram of domain sizes. The 
rare occurrence of especially large domains (see, for example, the red 
boxes in Fig. 4a) demonstrates the existence of many-body high-order 
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Figure 3 | Two-body correlations. a–d, Long-time-averaged values of the 
two-body correlations C2 over all pairs of spins as a function of the 
transverse field /!B Jz 0 for different numbers of spins in the chain. The final 
evolution times correspond to 2π J0t =  (10.3, 5.3, 4.8, 6.5) for 8 (a), 12 (b),  
16 (c) and 53 (d) spins, respectively. Statistical error bars are ±  1 s.d. from 
measurements covering 21 different time steps. Solid lines in a–c are exact 
numerical solutions to the Schrödinger equation; the shaded regions take 
into account uncertainties from experimental Stark shift calibration errors. 
Dashed lines in a and b are calculations using a canonical (thermal) 
ensemble with an effective temperature corresponding to the initial energy 
density. For N =  53 spins (d), the correlations are uniformly degraded from 
residual Stark shifts across the ion chain, so in this case we normalize to the 
maximum correlation at small field (see Methods). Exact diagonalization for 
N =  53 spins is not possible, so we instead fit the experimental data to a 
Lorentzian function with linear background (dashed line).
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Figure 4 | Domain statistics and reconstructed single-shot images of 53 
spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
imperfect preparation and measurement of the qubits. Long tails of 
deviations from the exponential are clearly visible, and vary depending on 
/!B Jz 0. b, Mean largest domain size over the repeated single experimental 

shots. Error bars are the standard deviation of the mean (see Methods). 
Dashed line represents a piecewise linear fit, from which we extract  
the transition point (see text). The green, yellow and red data points 
correspond to the transverse fields shown in the domain statistics  
data in a.
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From the behaviour of the magnetizations described above, we expect 
that C2 →  1 for small !Bz and C2 →  1/2 for large !Bz at long times, because 
the collective spin precesses around the z axis and C2 oscillates between 
1 and 0. In Fig. 3 we show the cumulative time-averaged correlations. 
Near the critical value of !Bz we observe the emergence of a dip in C2, 
which is a direct signature of the DPT. The sharpening of the dip for 
larger system sizes is not strong, which might be due to a logarithmic 
finite-size scaling (see Methods).

For a non-integrable system such as the long-range transverse-field 
Ising model studied here, it might be conjectured that the spins even-
tually reach a thermal distribution30. However, we find that this is true 
only for small !Bz  (Fig. 3a, b). We note that the thermal values of the 
correlator C2 do not exhibit a dip or signatures of a phase transition 
with varying /!B Jz 0 for the system sizes that we are able to model numer-
ically. Interestingly, thermalization appears to break down in this 
quenched system, which we suspect is a consequence of the inherent 
long-range nature of the Ising interactions31.

We further explore many-body dynamical properties of this system 
by investigating higher-order correlations, which are even harder to cal-
culate classically25. Through high-efficiency single-shot state detection 
of all of the spins, we measure the distribution of domain sizes in the 
chain directly as a higher-order correlation observable (see Methods). 
Single-shot images for N =  53 spins are shown in Fig. 4a and are recon-
structed from binary thresholding and image convolution of the fluo-
rescence distribution of the ion chain (see Methods).

The occurrence of long domains of correlated spins in the state | ↑ 〉 x 
(fluorescing spins) signifies the fully polarized initial state, in which 
the correlations are largely preserved by the interactions. With an 
increasing transverse field, the absence of spin ordering is reflected by 
exponentially small probabilities of observing long strings. We plot the 
domain length statistics at late times in Fig. 4a (see Methods) for three 
transverse field strengths, / = . . .!B J (0 1, 1 0, 1 6)z 0 . The dashed lines in 
Fig. 4a are fits to exponentials on the histogram of domain sizes. The 
rare occurrence of especially large domains (see, for example, the red 
boxes in Fig. 4a) demonstrates the existence of many-body high-order 
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Figure 3 | Two-body correlations. a–d, Long-time-averaged values of the 
two-body correlations C2 over all pairs of spins as a function of the 
transverse field /!B Jz 0 for different numbers of spins in the chain. The final 
evolution times correspond to 2π J0t =  (10.3, 5.3, 4.8, 6.5) for 8 (a), 12 (b),  
16 (c) and 53 (d) spins, respectively. Statistical error bars are ±  1 s.d. from 
measurements covering 21 different time steps. Solid lines in a–c are exact 
numerical solutions to the Schrödinger equation; the shaded regions take 
into account uncertainties from experimental Stark shift calibration errors. 
Dashed lines in a and b are calculations using a canonical (thermal) 
ensemble with an effective temperature corresponding to the initial energy 
density. For N =  53 spins (d), the correlations are uniformly degraded from 
residual Stark shifts across the ion chain, so in this case we normalize to the 
maximum correlation at small field (see Methods). Exact diagonalization for 
N =  53 spins is not possible, so we instead fit the experimental data to a 
Lorentzian function with linear background (dashed line).
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Figure 4 | Domain statistics and reconstructed single-shot images of 53 
spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
imperfect preparation and measurement of the qubits. Long tails of 
deviations from the exponential are clearly visible, and vary depending on 
/!B Jz 0. b, Mean largest domain size over the repeated single experimental 

shots. Error bars are the standard deviation of the mean (see Methods). 
Dashed line represents a piecewise linear fit, from which we extract  
the transition point (see text). The green, yellow and red data points 
correspond to the transverse fields shown in the domain statistics  
data in a.
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From the behaviour of the magnetizations described above, we expect 
that C2 →  1 for small !Bz and C2 →  1/2 for large !Bz at long times, because 
the collective spin precesses around the z axis and C2 oscillates between 
1 and 0. In Fig. 3 we show the cumulative time-averaged correlations. 
Near the critical value of !Bz we observe the emergence of a dip in C2, 
which is a direct signature of the DPT. The sharpening of the dip for 
larger system sizes is not strong, which might be due to a logarithmic 
finite-size scaling (see Methods).

For a non-integrable system such as the long-range transverse-field 
Ising model studied here, it might be conjectured that the spins even-
tually reach a thermal distribution30. However, we find that this is true 
only for small !Bz  (Fig. 3a, b). We note that the thermal values of the 
correlator C2 do not exhibit a dip or signatures of a phase transition 
with varying /!B Jz 0 for the system sizes that we are able to model numer-
ically. Interestingly, thermalization appears to break down in this 
quenched system, which we suspect is a consequence of the inherent 
long-range nature of the Ising interactions31.

We further explore many-body dynamical properties of this system 
by investigating higher-order correlations, which are even harder to cal-
culate classically25. Through high-efficiency single-shot state detection 
of all of the spins, we measure the distribution of domain sizes in the 
chain directly as a higher-order correlation observable (see Methods). 
Single-shot images for N =  53 spins are shown in Fig. 4a and are recon-
structed from binary thresholding and image convolution of the fluo-
rescence distribution of the ion chain (see Methods).

The occurrence of long domains of correlated spins in the state | ↑ 〉 x 
(fluorescing spins) signifies the fully polarized initial state, in which 
the correlations are largely preserved by the interactions. With an 
increasing transverse field, the absence of spin ordering is reflected by 
exponentially small probabilities of observing long strings. We plot the 
domain length statistics at late times in Fig. 4a (see Methods) for three 
transverse field strengths, / = . . .!B J (0 1, 1 0, 1 6)z 0 . The dashed lines in 
Fig. 4a are fits to exponentials on the histogram of domain sizes. The 
rare occurrence of especially large domains (see, for example, the red 
boxes in Fig. 4a) demonstrates the existence of many-body high-order 
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Figure 3 | Two-body correlations. a–d, Long-time-averaged values of the 
two-body correlations C2 over all pairs of spins as a function of the 
transverse field /!B Jz 0 for different numbers of spins in the chain. The final 
evolution times correspond to 2π J0t =  (10.3, 5.3, 4.8, 6.5) for 8 (a), 12 (b),  
16 (c) and 53 (d) spins, respectively. Statistical error bars are ±  1 s.d. from 
measurements covering 21 different time steps. Solid lines in a–c are exact 
numerical solutions to the Schrödinger equation; the shaded regions take 
into account uncertainties from experimental Stark shift calibration errors. 
Dashed lines in a and b are calculations using a canonical (thermal) 
ensemble with an effective temperature corresponding to the initial energy 
density. For N =  53 spins (d), the correlations are uniformly degraded from 
residual Stark shifts across the ion chain, so in this case we normalize to the 
maximum correlation at small field (see Methods). Exact diagonalization for 
N =  53 spins is not possible, so we instead fit the experimental data to a 
Lorentzian function with linear background (dashed line).
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Figure 4 | Domain statistics and reconstructed single-shot images of 53 
spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
imperfect preparation and measurement of the qubits. Long tails of 
deviations from the exponential are clearly visible, and vary depending on 
/!B Jz 0. b, Mean largest domain size over the repeated single experimental 

shots. Error bars are the standard deviation of the mean (see Methods). 
Dashed line represents a piecewise linear fit, from which we extract  
the transition point (see text). The green, yellow and red data points 
correspond to the transverse fields shown in the domain statistics  
data in a.
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From the behaviour of the magnetizations described above, we expect 
that C2 →  1 for small !Bz and C2 →  1/2 for large !Bz at long times, because 
the collective spin precesses around the z axis and C2 oscillates between 
1 and 0. In Fig. 3 we show the cumulative time-averaged correlations. 
Near the critical value of !Bz we observe the emergence of a dip in C2, 
which is a direct signature of the DPT. The sharpening of the dip for 
larger system sizes is not strong, which might be due to a logarithmic 
finite-size scaling (see Methods).

For a non-integrable system such as the long-range transverse-field 
Ising model studied here, it might be conjectured that the spins even-
tually reach a thermal distribution30. However, we find that this is true 
only for small !Bz  (Fig. 3a, b). We note that the thermal values of the 
correlator C2 do not exhibit a dip or signatures of a phase transition 
with varying /!B Jz 0 for the system sizes that we are able to model numer-
ically. Interestingly, thermalization appears to break down in this 
quenched system, which we suspect is a consequence of the inherent 
long-range nature of the Ising interactions31.

We further explore many-body dynamical properties of this system 
by investigating higher-order correlations, which are even harder to cal-
culate classically25. Through high-efficiency single-shot state detection 
of all of the spins, we measure the distribution of domain sizes in the 
chain directly as a higher-order correlation observable (see Methods). 
Single-shot images for N =  53 spins are shown in Fig. 4a and are recon-
structed from binary thresholding and image convolution of the fluo-
rescence distribution of the ion chain (see Methods).

The occurrence of long domains of correlated spins in the state | ↑ 〉 x 
(fluorescing spins) signifies the fully polarized initial state, in which 
the correlations are largely preserved by the interactions. With an 
increasing transverse field, the absence of spin ordering is reflected by 
exponentially small probabilities of observing long strings. We plot the 
domain length statistics at late times in Fig. 4a (see Methods) for three 
transverse field strengths, / = . . .!B J (0 1, 1 0, 1 6)z 0 . The dashed lines in 
Fig. 4a are fits to exponentials on the histogram of domain sizes. The 
rare occurrence of especially large domains (see, for example, the red 
boxes in Fig. 4a) demonstrates the existence of many-body high-order 
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Figure 3 | Two-body correlations. a–d, Long-time-averaged values of the 
two-body correlations C2 over all pairs of spins as a function of the 
transverse field /!B Jz 0 for different numbers of spins in the chain. The final 
evolution times correspond to 2π J0t =  (10.3, 5.3, 4.8, 6.5) for 8 (a), 12 (b),  
16 (c) and 53 (d) spins, respectively. Statistical error bars are ±  1 s.d. from 
measurements covering 21 different time steps. Solid lines in a–c are exact 
numerical solutions to the Schrödinger equation; the shaded regions take 
into account uncertainties from experimental Stark shift calibration errors. 
Dashed lines in a and b are calculations using a canonical (thermal) 
ensemble with an effective temperature corresponding to the initial energy 
density. For N =  53 spins (d), the correlations are uniformly degraded from 
residual Stark shifts across the ion chain, so in this case we normalize to the 
maximum correlation at small field (see Methods). Exact diagonalization for 
N =  53 spins is not possible, so we instead fit the experimental data to a 
Lorentzian function with linear background (dashed line).
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Figure 4 | Domain statistics and reconstructed single-shot images of 53 
spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
imperfect preparation and measurement of the qubits. Long tails of 
deviations from the exponential are clearly visible, and vary depending on 
/!B Jz 0. b, Mean largest domain size over the repeated single experimental 

shots. Error bars are the standard deviation of the mean (see Methods). 
Dashed line represents a piecewise linear fit, from which we extract  
the transition point (see text). The green, yellow and red data points 
correspond to the transverse fields shown in the domain statistics  
data in a.
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From the behaviour of the magnetizations described above, we expect 
that C2 →  1 for small !Bz and C2 →  1/2 for large !Bz at long times, because 
the collective spin precesses around the z axis and C2 oscillates between 
1 and 0. In Fig. 3 we show the cumulative time-averaged correlations. 
Near the critical value of !Bz we observe the emergence of a dip in C2, 
which is a direct signature of the DPT. The sharpening of the dip for 
larger system sizes is not strong, which might be due to a logarithmic 
finite-size scaling (see Methods).

For a non-integrable system such as the long-range transverse-field 
Ising model studied here, it might be conjectured that the spins even-
tually reach a thermal distribution30. However, we find that this is true 
only for small !Bz  (Fig. 3a, b). We note that the thermal values of the 
correlator C2 do not exhibit a dip or signatures of a phase transition 
with varying /!B Jz 0 for the system sizes that we are able to model numer-
ically. Interestingly, thermalization appears to break down in this 
quenched system, which we suspect is a consequence of the inherent 
long-range nature of the Ising interactions31.

We further explore many-body dynamical properties of this system 
by investigating higher-order correlations, which are even harder to cal-
culate classically25. Through high-efficiency single-shot state detection 
of all of the spins, we measure the distribution of domain sizes in the 
chain directly as a higher-order correlation observable (see Methods). 
Single-shot images for N =  53 spins are shown in Fig. 4a and are recon-
structed from binary thresholding and image convolution of the fluo-
rescence distribution of the ion chain (see Methods).

The occurrence of long domains of correlated spins in the state | ↑ 〉 x 
(fluorescing spins) signifies the fully polarized initial state, in which 
the correlations are largely preserved by the interactions. With an 
increasing transverse field, the absence of spin ordering is reflected by 
exponentially small probabilities of observing long strings. We plot the 
domain length statistics at late times in Fig. 4a (see Methods) for three 
transverse field strengths, / = . . .!B J (0 1, 1 0, 1 6)z 0 . The dashed lines in 
Fig. 4a are fits to exponentials on the histogram of domain sizes. The 
rare occurrence of especially large domains (see, for example, the red 
boxes in Fig. 4a) demonstrates the existence of many-body high-order 
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Figure 3 | Two-body correlations. a–d, Long-time-averaged values of the 
two-body correlations C2 over all pairs of spins as a function of the 
transverse field /!B Jz 0 for different numbers of spins in the chain. The final 
evolution times correspond to 2π J0t =  (10.3, 5.3, 4.8, 6.5) for 8 (a), 12 (b),  
16 (c) and 53 (d) spins, respectively. Statistical error bars are ±  1 s.d. from 
measurements covering 21 different time steps. Solid lines in a–c are exact 
numerical solutions to the Schrödinger equation; the shaded regions take 
into account uncertainties from experimental Stark shift calibration errors. 
Dashed lines in a and b are calculations using a canonical (thermal) 
ensemble with an effective temperature corresponding to the initial energy 
density. For N =  53 spins (d), the correlations are uniformly degraded from 
residual Stark shifts across the ion chain, so in this case we normalize to the 
maximum correlation at small field (see Methods). Exact diagonalization for 
N =  53 spins is not possible, so we instead fit the experimental data to a 
Lorentzian function with linear background (dashed line).
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Figure 4 | Domain statistics and reconstructed single-shot images of 53 
spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
imperfect preparation and measurement of the qubits. Long tails of 
deviations from the exponential are clearly visible, and vary depending on 
/!B Jz 0. b, Mean largest domain size over the repeated single experimental 

shots. Error bars are the standard deviation of the mean (see Methods). 
Dashed line represents a piecewise linear fit, from which we extract  
the transition point (see text). The green, yellow and red data points 
correspond to the transverse fields shown in the domain statistics  
data in a.
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From the behaviour of the magnetizations described above, we expect 
that C2 →  1 for small !Bz and C2 →  1/2 for large !Bz at long times, because 
the collective spin precesses around the z axis and C2 oscillates between 
1 and 0. In Fig. 3 we show the cumulative time-averaged correlations. 
Near the critical value of !Bz we observe the emergence of a dip in C2, 
which is a direct signature of the DPT. The sharpening of the dip for 
larger system sizes is not strong, which might be due to a logarithmic 
finite-size scaling (see Methods).

For a non-integrable system such as the long-range transverse-field 
Ising model studied here, it might be conjectured that the spins even-
tually reach a thermal distribution30. However, we find that this is true 
only for small !Bz  (Fig. 3a, b). We note that the thermal values of the 
correlator C2 do not exhibit a dip or signatures of a phase transition 
with varying /!B Jz 0 for the system sizes that we are able to model numer-
ically. Interestingly, thermalization appears to break down in this 
quenched system, which we suspect is a consequence of the inherent 
long-range nature of the Ising interactions31.

We further explore many-body dynamical properties of this system 
by investigating higher-order correlations, which are even harder to cal-
culate classically25. Through high-efficiency single-shot state detection 
of all of the spins, we measure the distribution of domain sizes in the 
chain directly as a higher-order correlation observable (see Methods). 
Single-shot images for N =  53 spins are shown in Fig. 4a and are recon-
structed from binary thresholding and image convolution of the fluo-
rescence distribution of the ion chain (see Methods).

The occurrence of long domains of correlated spins in the state | ↑ 〉 x 
(fluorescing spins) signifies the fully polarized initial state, in which 
the correlations are largely preserved by the interactions. With an 
increasing transverse field, the absence of spin ordering is reflected by 
exponentially small probabilities of observing long strings. We plot the 
domain length statistics at late times in Fig. 4a (see Methods) for three 
transverse field strengths, / = . . .!B J (0 1, 1 0, 1 6)z 0 . The dashed lines in 
Fig. 4a are fits to exponentials on the histogram of domain sizes. The 
rare occurrence of especially large domains (see, for example, the red 
boxes in Fig. 4a) demonstrates the existence of many-body high-order 
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Figure 3 | Two-body correlations. a–d, Long-time-averaged values of the 
two-body correlations C2 over all pairs of spins as a function of the 
transverse field /!B Jz 0 for different numbers of spins in the chain. The final 
evolution times correspond to 2π J0t =  (10.3, 5.3, 4.8, 6.5) for 8 (a), 12 (b),  
16 (c) and 53 (d) spins, respectively. Statistical error bars are ±  1 s.d. from 
measurements covering 21 different time steps. Solid lines in a–c are exact 
numerical solutions to the Schrödinger equation; the shaded regions take 
into account uncertainties from experimental Stark shift calibration errors. 
Dashed lines in a and b are calculations using a canonical (thermal) 
ensemble with an effective temperature corresponding to the initial energy 
density. For N =  53 spins (d), the correlations are uniformly degraded from 
residual Stark shifts across the ion chain, so in this case we normalize to the 
maximum correlation at small field (see Methods). Exact diagonalization for 
N =  53 spins is not possible, so we instead fit the experimental data to a 
Lorentzian function with linear background (dashed line).
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Figure 4 | Domain statistics and reconstructed single-shot images of 53 
spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
imperfect preparation and measurement of the qubits. Long tails of 
deviations from the exponential are clearly visible, and vary depending on 
/!B Jz 0. b, Mean largest domain size over the repeated single experimental 

shots. Error bars are the standard deviation of the mean (see Methods). 
Dashed line represents a piecewise linear fit, from which we extract  
the transition point (see text). The green, yellow and red data points 
correspond to the transverse fields shown in the domain statistics  
data in a.
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spins. a, Top and bottom, reconstructed images based on binary detection 
of spin states (see Methods). The top image shows a chain of 53 ions in 
‘bright’ (corresponding to |↑〉x) spin states. The other three images show 53 
ions in combinations of ‘bright’ and ‘dark’ (corresponding to |↓〉x) spin 
states. Centre, statistics of the domain size, or of blocks with spins pointing 
along the same direction, for different values of the transverse field. 
Histograms are plotted on a logarithmic scale to visualize the rarity of 
regions with large domains; example large domains for the different 
transverse fields (coloured coded) are boxed in the top and bottom images. 

Dashed lines are fits to exponential functions, which are expected for a 
thermal state of the spins and could thus characterize defects such as 
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deviations from the exponential are clearly visible, and vary depending on 
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FIG. 29. Quantum simulation of a DQPT (a) Long-time averaged values of the two-body correlations C2, for different numbers of spins in the
chain. Solid lines in (a)-(c) are exact numerical solutions to the Schrödinger equation, and the shaded regions take into account uncertainties
from experimental Stark shift calibration errors. Dashed lines in (a) and (b) are calculations using a canonical (thermal) ensemble with an
effective temperature corresponding to the initial energy density. (b) Domain statistics and reconstructed single shot images of 53 spins. (a)
Top and bottom: reconstructed images based on binary detection of spin state. The top image shows a chain of 53 ions in bright spin states.
The other three images show 53 ions in combinations of bright and dark spin states. Center: statistics of the sizes of domains for three different
values ofB/J0, plotted on a logarithmic scale. Dashed lines are fits to exponential functions, which could be expected for infinite-temperature
thermal state. Long tails of deviations are clearly visible, and vary depending on B/J0. (b) Mean of the largest domain sizes in each single
experimental shot. Dashed lines represent a piecewise linear fit, used to extract the transition point. The green, yellow, and red data points
correspond to the transverse fields shown in the domain statistics data on the left. Adapted from 267.

late-time steady states of local observables:

Ā = lim
T→∞

1

T

∫ T

0

A(t)dt, (32)

where the operator A is the magnetization or higher order correlators between the spins. Here, the DQPT occurs as the ratio
B/J0 is varied and the order parameter changes abruptly from ferromagnetic (B < J0) to paramagnetic order (B > J0). The
onset of this non-analytic behaviour can be observed by measuring the late time average values of the two-body correlator

C2 =
∑
ij

〈σxi σxj 〉/N2, (33)

after a quantum quench with Hamiltonian (31).
This type of DQPT measurement was observed in a linear chain of trapped 171Yb+ ion spins [267]. Here, the measured late

time correlator C2 exhibits a dip at the critical point that sharpens scaling up the system size N up to 53 171Yb+ ions. Further
evidence of the occurrence of the phase transition can be also observed in higher-order correlations, such as the domain size
statistics, shown in Fig. 29b. The occurrence of the DQPT is observed in the decreased probabilities of observing long strings
at the critical point. This is more clearly shown measuring the mean largest domain size as a function of the transverse field
strength, for late times and repeated experimental shots, which exhibits a sharp transition across the critical point of the DQPT.
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V. OUTLOOK

Quantum interacting spin models are among the simplest many-body quantum systems with nontrivial features that can elude
classical computational solutions. Trapped atomic ion spins offer the ability to implement and control quantum spin models with
some degree of tunability of the interaction form and range. Much of the research in this field has concentrated on studies of the
long-range transverse Ising model, which can feature frustrated ground states with associated degeneracies and entanglement in
the ground state. The many types of phase transtions and dynamical processes in this system form a fruitful testbed for studying
quantum nonequilibrium processes, in many cases challenging classical computational power even for small numbers of spins.
There are many extensions in this physical system to simulating more complex spin models with trapped ions such as Heisenberg
couplings [278], higher-dimensional spin models, and interactions involving three or more spins. These future directions may
allow the quantum simulation of more exotic spin phases such as spin liquids [105], or topological orders in spin systems such
as the Haldane chain [127] or the Kitaev lattice [279].

There is a close relationship between spin simulations and quantum computations with qubits, and the underlying mechanism
behind the Ising couplings in trapped ion spin simulations is exactly that used for discrete quantum gates between trapped ion
qubits [54], which are sometimes called Ising gates. Quantum simulations in this sense can be considered as a special case of
a quantum computation, and it should be expected that as trapped ion quantum computers scale in the future [6, 7], so will the
reach of trapped ion quantum spin simulators.
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[89] U. Schollwöck, Rev. Mod. Phys. 77, 259 (2005).
[90] F. Jensen, An Introduction to Computational Chemistry (J Wiley and Sons Ltd, 1989).
[91] M. L. Kolsgaard, G. Joner, C. Brunborg, S. A. Anderssen, S. Tonstad, and L. F. Andersen, Science 292, 472 (2001).
[92] S. Lloyd, Science 319, 1209 (2008).
[93] T. Albash and D. A. Lidar, Rev. Mod. Phys. 90, 015002 (2018).
[94] A. Friedenauer, H. Schmitz, J. T. Glueckert, D. Porras, and T. Schätz, Nature Physics 4, 757 (2008).
[95] K. Kim, M.-S. Chang, S. Korenblit, R. Islam, E. E. Edwards, J. K. Freericks, G.-D. Lin, L.-M. Duan, and C. Monroe, Nature 465, 590

(2010).
[96] E. E. Edwards, S. Korenblit, K. Kim, R. Islam, M.-S. Chang, J. K. Freericks, G.-D. Lin, L.-M. Duan, and C. Monroe, Phys. Rev. B 82,

060412 (2010).
[97] C. Schneider, D. Porras, and T. Schaetz, Rep. Prog. Phys. 75, 024401 (2012).
[98] P. Richerme, C. Senko, S. Korenblit, J. Smith, A. Lee, R. Islam, W. C. Campbell, and C. Monroe, Phys. Rev. Lett. 111, 100506 (2013).
[99] J. T. Barreiro, M. Müller, P. Schindler, D. Nigg, T. Monz, M. Chwalla, M. Hennrich, C. F. Roos, P. Zoller, and R. Blatt, Nature 470, 486

(2011).
[100] Y. Lin, J. Gaebler, F. Reiter, T. R. Tan, R. Bowler, A. Sørensen, D. Leibfried, and D. J. Wineland, Nature 504, 415 (2013).
[101] J. Baugh, O. Moussa, C. A. Ryan, A. Nayak, and R. Laflamme, Nature 438, 470 (2005).
[102] J.-S. Xu, M.-H. Yung, X.-Y. Xu, S. Boixo, Z.-W. Zhou, C.-F. Li, A. Aspuru-Guzik, and G.-C. Guo, Nature Photonics 8, 113 (2014).
[103] R. Moessner and A. P. Ramirez, Phys. Today 59, 24 (2006).
[104] K. Binder and A. P. Young, Rev. Mod. Phys. 58, 801 (1986).
[105] L. Balents, Nature 464, 199 (2010).
[106] E. Farhi, J. Goldstone, S. Gutmann, and M. Sipser, arXiv: 0001106 (2000).
[107] A. W. Sandvik, Phys. Rev. Lett. 104, 137204 (2010).
[108] N. Khaneja, T. Reiss, C. Kehlet, T. Schulte-Herbrüggen, and S. J. Glaser, J. Magn. Reson. 172, 296 (2005).
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